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The Splunk application for Kafka Smart Monitoring with provides performance management, reporting and
alerting for Kafka components metrics ingested in the Splunk metric store:
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The application provides builtin and native monitoring for Apache Kafka components, as well as the Confluent
stack components:

Zookeeper

Apache Kafka Brokers

Apache Kafka Connect

Confluent schema-registry

Confluent ksql-server

Confluent kafka-rest

Kafka SLA and end to end monitoring with the LinkedIn Kafka monitor
Confluent Interceptors monitoring for lag monitoring of consumers and producers

Kafka Consumers lag monitoring with Burrow (Kafka Connect connectors, Kafka Streams. . .)

Fully multi-tenant compatible, the application can manage different environments, data-centers, etc specially
using tags at metrics low level.

It is recommended to read the unified guide for Kafka and Confluent monitoring first:

https://splunk-guide-for-kafka-monitoring.readthedocs.io

Overview


https://splunk-guide-for-kafka-monitoring.readthedocs.io

CHAPTER 1

Overview:

1.1 About

* Author: Guilhem Marchand
* First release published in October 2018
* Purposes:

The Splunk application for Kafka Smart Monitoring leverages the best components to provide a key layer
monitoring for your Kafka infrastructure :

* Telegraf from Influxdata (https://github.com/influxdata/telegraf)

* Jolokia for the remote JMX collection over http (https://jolokia.org)

¢ Telegraf Jolokia2 input plugin (https://github.com/influxdata/telegraf/tree/master/plugins/inputs/jolokia2)

* Telegraf Zookeeper input plugin (https://github.com/influxdata/telegraf/tree/master/plugins/inputs/zookeeper)
* Optional: Xinfra Kafka monitor to provide end to end monitoring (https://github.com/linkedin/kafka-monitor)

e Optional: ~Confluent Interceptors Monitoring (https://docs.confluent.io/current/control-center/installation/
clients.html)

* Optional: Kafka Consumers lag monitoring with Burrow (https://github.com/linkedin/Burrow)

An ITSI module is also available: https://da-itsi-telegraf-kafka.readthedocs.io



https://github.com/influxdata/telegraf
https://jolokia.org
https://github.com/influxdata/telegraf/tree/master/plugins/inputs/jolokia2
https://github.com/influxdata/telegraf/tree/master/plugins/inputs/zookeeper
https://github.com/linkedin/kafka-monitor
https://docs.confluent.io/current/control-center/installation/clients.html
https://docs.confluent.io/current/control-center/installation/clients.html
https://github.com/linkedin/Burrow
https://da-itsi-telegraf-kafka.readthedocs.io
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1.2 Compatibility

1.2.1 Splunk compatibility

Splunk core version
* metrics are ingested into the high performance Splunk metric store, Splunk 7.0.x or later is required

* some queries are built using the latest syntax for metrics, Splunk 7.2.x or later is recommended

1.2.2 Telegraf compatibility

Telegraf supports various operating systems and process architectures including any version of Linux and Windows.
For more information:

* https://portal.influxdata.com/downloads

1.2.3 Containers compatibility

If you are running Kafka in containers, you are at the right place, all of the components can natively run in docker.

1.2.4 Kafka and Confluent compatibility

Apache Kafka and Confluent compatibility

* Qualification and certification is made against Kafka V2.x and Confluent V6.x, earlier versions might however
work with no issues but are not being tested

1.2.5 Web Browser compatibility

The application can be used with any of the supported Web Browser by Splunk:

https://docs.splunk.com/Documentation/Splunk/latest/Installation/Systemrequirements

1.3 Known Issues

There are no known issues at the moment.

1.4 Support & donate

I am supporting my applications for free, for the good of everyone and on my own private time. As you can
guess, this is a huge amount of time and efforts.

If you enjoy it, and want to support and encourage me, buy me a coffee (or a Pizza) and you will make me very happy!

1.2. Compatibility 5
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The Splunk application for Kafka monitoring with Telegraf is community supported.

To get support, use of one the following options:

1.4.1 Splunk community

Open a question in Splunk Community:

* https://community.splunk.com

1.4.2 Splunk community Slack

Contact me on Splunk community slack, or even better, ask the community !

* https://splunk-usergroups.slack.com

1.4.3 Open a issue in Git

To report an issue, request a feature change or improvement, please open an issue in Github:

* https://github.com/guilhemmarchand/telegraf-kafka/issues

1.4.4 Email support

¢ guilhem.marchand @gmail.com

However, previous options are far betters, and will give you all the chances to get a quick support from the community
of fellow Splunkers.

1.5 Download

1.5.1 Splunk Application for Kafka monitoring with Telegraf

The Splunk application can be downloaded from:

Splunk base

* https://splunkbase.splunk.com/app/4268

GitHub

* https://github.com/guilhemmarchand/telegraf-kafka

6 Chapter 1. Overview:
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CHAPTER 2

Deployment and configuration:

2.1 Deployment & Upgrades

2.1.1 Deployment matrix

Splunk roles | required
Search head yes
Indexer tiers no

If Splunk search heads are running in Search Head Cluster (SHC), the Splunk application must be deployed by the
SHC deployer.

2.1.2 Indexes creation

indexes

» Kafka SDM expects the creation of a metric index, by default telegraf_kafka which can be configured by
customizing the macro telegraf_kafka_index

e If you use Confluent interceptors, the application expects the creation of a metric index
confluent_interceptor metrics which can be configured by customizing the macro
confluent_interceptor_index

2.1.3 Dependencies

The application depends on:
* Horseshoe Meter - Custom Visualization, Splunk Base: https://splunkbase.splunk.com/app/3166



https://splunkbase.splunk.com/app/3166
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2.1.4 Initial deployment

The deployment of the Splunk application for Kafka monitoring with Telegraf is straight forward:
 Using the application manager in Splunk Web (Settings / Manages apps)
* Extracting the content of the tgz archive in the “apps” directory of Splunk

» For SHC configurations (Search Head Cluster), extract the tgz content in the SHC deployer and publish the SHC
bundle

2.1.5 Upgrades

Upgrading the Splunk application is pretty much the same operation than the initial deployment.

2.1.6 Upgrades of the components

Upgrading the different components (Telegraf, Jolokia, etc.) rely on each of the technologies, please consult the
deployment main pages.

2.2 Implementation & data collection

Data collection diagram overview:

8 Chapter 2. Deployment and configuration:
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Index definition

indexes

» Kafka SDM expects the creation of a metric index, by default telegraf_kafka which can be configured by
customizing the macro telegraf_kafka_index

indexes.conf example with no Splunk volume::

[telegraf_kafka]

coldPath = $SPLUNK_DB/telegraf_kafka/colddb
datatype = metric

homePath = $SPLUNK_DB/telegraf_kafka/db
thawedPath = $SPLUNK_DB/telegraf_kafka/thaweddb

indexes.conf example with Splunk volumes::

[telegraf_kafka]

coldPath = volume:cold/telegraf_kafka/colddb
datatype = metric

homePath = volume:primary/telegraf_kafka/db
thawedPath = $SPLUNK_DB/telegraf_kafka/thaweddb

In a Splunk distributed configuration (cluster of indexers), this configuration stands on the cluster master node.

All Splunk searches included in the added refer to the utilisation of a macro called telegraf_kafka_index
configured in:

* telegraf-kafka/default/macros.conf
If you wish to use a different index model, this macro shall be customized to override the default model.

Confluent Interceptors monitoring:

indexes

e If you use Confluent interceptors, the application expects the creation of a metric index
confluent_interceptor_metrics which can be configured by customizing the macro
confluent_interceptor_index

indexes.conf example with no Splunk volume::

[confluent_interceptor_index]

coldPath SSPLUNK_DB/confluent_interceptor_index/colddb
datatype = metric

homePath = $SPLUNK_DB/confluent_interceptor_index/db
thawedPath = $SPLUNK_DB/confluent_interceptor_index/thaweddb

indexes.conf example with Splunk volumes::

[confluent_interceptor_index]

coldPath = volume:cold/confluent_interceptor_index/colddb
datatype = metric

homePath = volume:primary/confluent_interceptor_index/db
thawedPath = $SPLUNK_DB/confluent_interceptor_index/thaweddb

10 Chapter 2. Deployment and configuration:
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You can technically use the same index than for telegraf based metrics, or any index of your choice, if so update the
macro called confluent_interceptor_index configured in:

* telegraf-kafka/default/macros.conf

Role membership

The application creates a builtin Splunk role called “kafka_admin” that provides:
* write permissions to the application name space
 write permissions to the various KVstore based lookups used for configuration purposes of the application

* can be used to automatically notify the Kafka administrators if you use Splunk Cloud Gateway and Splunk
Mobile Connected Experience

We suggest that you configure the Kafka administrators to be member of this role. (by user configuration, role mapping
or inheritance)

HEC input ingestion and definition

HTTP Event Collector

* The default recommended way of ingesting the Kafka metrics is using the HTTP Events Collector method which
requires the creation of an HEC token

inputs.conf example:

[http://kafka_monitoring]

disabled = 0

index = telegraf_kafka

indexes = telegraf_kafka

token = 205d43fl1-2a31-4e60-a8b3-327edad499%44a

If you create the HEC input via Splunk Web interface, it is not required to select an explicit value for source and
sourcetype.

If you plan to use Confluent Interceptors monitoring, you need to allow the target index too, for instance:

[http://kafka_monitoring]

disabled = 0

index = telegraf_kafka

indexes = telegraf_kafka,confluent_interceptor_index
token = 205d43f1-2a31-4e60-a8b3-327edad99%44a

The HEC input will be ideally relying on a load balancer to provides resiliency and load balancing across your HEC
input nodes.

Other ingesting methods

There are other methods possible to ingest the Kafka metrics in Splunk:

* TCP input (graphite format with tags support)

2.2. Implementation & data collection 11
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* KAFKA ingestion (Kafka destination from Telegraf in graphite format with tags support, and Splunk connect
for Kafka)

* File monitoring with standard Splunk input monitors (file output plugin from Telegraf)

Notes: In the very specific context of monitoring Kafka, it is not a good design to use Kafka as the ingestion method
since you will most likely never be able to know when an issue happens on Kafka.

These methods require the deployment of an additional Technology addon: https://splunkbase.splunk.com/app/
4193

These methods are heavily described here: https://da-itsi-telegraf-os.readthedocs.io/en/latest/telegraf.html

These methods should however be considered as a second choice only if sending to HEC is not possible.

2.2.2 Telegraf installation and configuration

Telegraf installation, configuration and start
If you are running Telegraf as a regular process in machine, the standard installation of Telegraf is really
straightforward, consult:

* https://github.com/influxdata/telegraf

If you have a Splunk Universal Forwarder deployment, you can deploy, run and maintain Telegraf and its
configuration through a Splunk application (TA), consult:

* https://da-itsi-telegraf-os.readthedocs.io/en/latest/telegraf.html#telegraf-deployment-as-splunk-application-deployed-by-splunk-
An example of a ready to use TA application can be found here:
* https://github.com/guilhemmarchand/TA-telegraf-amd64

For Splunk customers, this solution has various advantages as you can deploy and maintain using your existing Splunk
infrastructure.

Telegraf is extremely container friendly, a container approach is very convenient as you can easily run multiple
Telegraf containers to monitor each of the Kafka infrastructure components:

* https://hub.docker.com/r/_/telegraf/
Data collection environment design:

The most scalalable and highly available design in term of where placing the Telegraf instances is to deploy Telegraf
locally on each server to be monitored (and collect locally the component) or running as a side car container for
Kubernetes based environments.

It is to possible to collect multiple instances of multiple components via a unique Telegraf instance, however there will
be a limit where issues can start, and this design will not provide high availability as the failure of this instance will
impact the whole metric collection.

2.2.3 Telegraf configuration generator

The application provides a builtin user interface you can use to generate a telegraf.conf configuration file based
on your parameters and for all the components to be monitored:

* Menu Settings / Telegraf Configuration Generator

12 Chapter 2. Deployment and configuration:
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splunk p - e ——— o e e B

Kafka Smart Monitoring
otk

Configuration helper - generate telegraf sample configuration

Use this configuration helper to create your Telegraf configuration file.

& telegraf

Define the value of the env tag: (used as the main identifier for a given environment) Define the value of the label tag: (additional environment informational selector)
Kafka_prod my_datacenter
Enter the Splunk HEC URL in the form: https: of your HEC endpoint>:<p: Enter the Splunk HEC token
hitps:/nec.mydomain.com:8088/services/collector 20504311-2a31-4e60-2803-327eda49944a
Select the component you want the configuration for: Main Telegraf options:
Component: Running on: Port number Interval Linux OS metrics:
Kafka Broker - x localnost - 778 105 - Yes o
Generate sample configuration

Telegraf config helper

Generated telegrat.conf:
Use the following content as the definition for your telegraf.conf to monitor and collect the metrics of the component.

[global tags] Download configuration
nv tag 15 used by the application for multi-environments management

is an additional tag used by the application to identify an enviromment
= "my_datacenter"

[outputs .nttp. headers

2.2.4 Telegraf output configuration

Whether you will be running Telegraf in various containers, or installed as a regular software within the different
servers composing your Kafka infrastructure, a minimal configuration is required to teach Telegraf how to forward the
metrics to your Splunk deployment.

Telegraf is able to send to data to Splunk in different ways:

* Splunk HTTP Events Collector (HEC) - Since Telegraf v1.8

* Splunk TCP inputs in Graphite format with tags support and the TA for Telegraf

» Apache Kafka topic in Graphite format with tags support and the TA for Telegraf and Splunk connect for Kafka
Who watches for the watcher?

As you are running a Kafka deployment, it would seem very logical to produce metrics to a Kafka topic and consume
these metrics from the topic. However, this is not an ideal monitoring architecture design due to potential lack of
visibility in case of an outage or issues.

If you use this same system for monitoring Kafka itself, it is very likely that you will never know when Kafka is broken
because the data flow for your monitoring system will be broken as well.

The recommendation is to rely either on Splunk HEC or TCP inputs to forward Telegraf metrics data for the Kafka
monitoring.

2.2. Implementation & data collection 13
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A minimal configuration for telegraf.conf, running in container or as a regular process in machine and for-
warding to HEC:

[global_tags]

# the env tag is used by the application for multi-environments management

env = "my_env"

# the label tag is an optional tag used by the application that you can use as_
—additional label for the services or infrastructure

label = "my_env_label"

[agent]
interval = "10s"
flush_interval = "10s"
hostname = "SHOSTNAME"

# Regular OS monitoring for Linux OS

# Read metrics about cpu usage
[[inputs.cpul]
## Whether to report per—cpu stats or not
percpu = true
## Whether to report total system cpu stats or not
totalcpu = true
## If true, collect raw CPU time metrics.
collect_cpu_time = false
## If true, compute and report the sum of all non-idle CPU states.
report_active = false

# Read metrics about disk usage by mount point
[[inputs.disk]]

## Ignore mount points by filesystem type.
ignore_fs = ["tmpfs", "devtmpfs", "devis"]

# Read metrics about disk IO by device
[[inputs.diskio]]

# Get kernel statistics from /proc/stat
[[inputs.kernel]]

# Read metrics about memory usage
[[inputs.mem] ]

# Get the number of processes and group them by status
[[inputs.processes]]

# Read metrics about swap memory usage
[ [inputs.swap]]

# Read metrics about system load & uptime
[[inputs.system]]

# # Read metrics about network interface usage
[[inputs.net]]

# # Read TCP metrics such as established, time walit and sockets counts.
[[inputs.netstat]]

(continues on next page)

14 Chapter 2. Deployment and configuration:
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(continued from previous page)

# # Monitor process cpu and memory usage
[[inputs.procstat]]

pattern = ".x"
# outputs
[[outputs.http]]
url = "https://splunk:8088/services/collector"
insecure_skip_verify = true
data_format = "splunkmetric"

## Provides time, index, source overrides for the HEC
splunkmetric_hec_routing = true

## Additional HTTP headers

[outputs.http.headers]
# Should be set manually to "application/json" for json data_format

Content-Type = "application/Jjson"
Authorization = "Splunk 205d43fl-2a31-4e60-a8b3-327eda49944a"
X-Splunk-Request-Channel = "205d43f1-2a31-4e60-a8b3-327edad49944a"

If for some reasons, you have to use either of the 2 other solutions, please consult:
* https://da-itsi-telegraf-os.readthedocs.io/en/latest/telegraf.html

Notes: The configuration above provides out of the box OS monitoring for the hosts, which can be used by the
Operating System monitoring application for Splunk:

https://splunkbase.splunk.com/app/4271/

2.2.5 Jolokia JVM monitoring

Bolokia

JMX on Capsaicin

The following Kafka components require Jolokia to be deployed and started, as the modern and efficient inter-
face to JMX that is collected by Telegraf:

» Zookeeper
* Apache Kafka Brokers
* Apache Kafka Connect
* Confluent schema-registry
* Confluent ksql-server
¢ Confluent kafka-rest
For the complete documentation of Jolokia, see:
* https://jolokia.org

Jolokia JVM agent can be started in 2 ways, either as using the -javaagent argument during the start of the
JVM, or on the fly by attaching Jolokia to the PID ot the JVM:

* https://jolokia.org/reference/html/agents.html#agents-jvm

2.2. Implementation & data collection 15
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2.2.6 Starting Jolokia with the JVM

To start Jolokia agent using the -javaagent argument, use such option at the start of the JVM:

-javaagent:/opt/jolokia/jolokia. jar=port=8778,host=0.0.0.0

Note: This method is the method used in the docker example within this documentation by using the environment
variables of the container.

When running on dedicated servers or virtual machines, update the relevant systemd configuration file to start
Jolokia automatically:

For Zookeeper

For bare-metals and dedicated VMs:
e Edit: /1ib/systemd/system/confluent—-zookeeper.service

* Add -javaagent argument:

[Unit]

Description=Apache Kafka - ZooKeeper
Documentation=http://docs.confluent.io/
After=network.target

[Service]

Type=simple

User=cp-kafka

Group=confluent

ExecStart=/usr/bin/zookeeper-server-start /etc/kafka/zookeeper.properties
Environment="KAFKA_OPTS=-javaagent:/opt/jolokia/jolokia.jar=port=8778,host=0.0.0.0"
Environment="LOG_DIR=/var/log/zookeeper"

TimeoutStopSec=180

Restart=no

[Install]
WantedBy=multi-user.target

* Reload systemd and restart:

sudo systemctl daemon-restart
sudo systemctl restart confluent-zookeeper

For container based environments:

Define the following environment variable when starting the containers:

KAFKA_OPTS: "-javaagent:/opt/jolokia/jolokia.jar=port=8778,host=0.0.0.0"

For Kafka brokers

For bare-metals and dedicated VMs:
e Edit: /1ib/systemd/system/confluent-kafka.service

* Add -javaagent argument:

16 Chapter 2. Deployment and configuration:
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[Unit]

Description=Apache Kafka - broker
Documentation=http://docs.confluent.io/
After=network.target confluent-zookeeper.target

[Service]

Type=simple

User=cp-kafka

Group=confluent

ExecStart=/usr/bin/kafka-server-start /etc/kafka/server.properties
Environment="KAFKA_OPTS=-javaagent:/opt/jolokia/jolokia.jar=port=8778,host=0.0.0.0"
TimeoutStopSec=180

Restart=no

[Install]
WantedBy=multi-user.target

* Reload systemd and restart:

sudo systemctl daemon-restart
sudo systemctl restart confluent-kafka

For container based environments:

Define the following environment variable when starting the containers:

KAFKA_OPTS: "-javaagent:/opt/Jjolokia/jolokia.jar=port=8778,host=0.0.0.0"

For Kafka Connect

For bare-metals and dedicated VMs:
e Edit: /1ib/systemd/system/confluent-kafka—-connect.service

* Add -javaagent argument:

[Unit]

Description=Apache Kafka Connect - distributed
Documentation=http://docs.confluent.io/
After=network.target confluent-kafka.target

[Service]

Type=simple

User=cp-kafka—-connect

Group=confluent

ExecStart=/usr/bin/connect-distributed /etc/kafka/connect-distributed.properties
Environment="KAFKA_OPTS=-7javaagent:/opt/jolokia/jolokia.jar=port=8778,host=0.0.0.0"
Environment="1L0OG_DIR=/var/log/connect"

TimeoutStopSec=180

Restart=no

[Install]
WantedBy=multi-user.target

* Reload systemd and restart:
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sudo systemctl daemon-restart
sudo systemctl restart confluent-kafka-connect

For container based environments:

Define the following environment variable when starting the containers:

KAFKA_OPTS: "-javaagent:/opt/Jjolokia/jolokia.jar=port=8778,host=0.0.0.0"

For Confluent schema-registry

For bare-metals and dedicated VMs:
e Edit: /1ib/systemd/system/confluent-schema-registry.service

* Add -javaagent argument:

[Unit]

Description=RESTful Avro schema registry for Apache Kafka
Documentation=http://docs.confluent.io/
After=network.target confluent-kafka.target

[Service]

Type=simple

User=cp-schema-registry

Group=confluent

Environment="LOG_DIR=/var/log/confluent/schema-registry"
Environment="SCHEMA_REGISTRY_OPTS=-javaagent:/opt/jolokia/Jjolokia.jar=port=8778,
—host=0.0.0.0"

ExecStart=/usr/bin/schema-registry-start /etc/schema-registry/schema-registry.
—properties

TimeoutStopSec=180

Restart=no

[Install]
WantedBy=multi-user.target

* Reload systemd and restart:

sudo systemctl daemon-restart
sudo systemctl restart confluent-schema-registry

For container based environments:

Define the following environment variable when starting the containers:

SCHEMA_REGISTRY_OPTS: "-javaagent:/opt/jolokia/Jjolokia. jar=port=8778,host=0.0.0.0"

For Confluent ksql-server

For bare-metals and dedicated VMs:
e Edit: /1ib/systemd/system/confluent-ksgldb.service

* Add -javaagent argument:
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Description=Streaming SQL engine for Apache Kafka
Documentation=http://docs.confluent.io/
After=network.target confluent-kafka.target confluent-schema-registry.target

[Service]

Type=simple

User=cp-ksqgl

Group=confluent

Environment="LOG_DIR=/var/log/confluent/ksgl"
Environment="KSQL_OPTS=-javaagent:/opt/Jjolokia/jolokia.jar=port=8778,host=0.0.0.0"
ExecStart=/usr/bin/ksqgl-server-start /etc/ksgldb/ksgl-server.properties
TimeoutStopSec=180

Restart=no

[Install]
WantedBy=multi-user.target

* Reload systemd and restart:

sudo systemctl daemon-restart
sudo systemctl restart confluent-ksgldb

For container based environments:

Define the following environment variable when starting the containers:

KSQL_OPTS: "-javaagent:/opt/jolokia/jolokia.jar=port=8778,host=0.0.0.0"

For Confluent kafka-rest

For bare-metals and dedicated VMs:
* Edit: /1ib/systemd/system/confluent-kafka-rest.service

* Add -javaagent argument:

[Unit]

Description=A REST proxy for Apache Kafka
Documentation=http://docs.confluent.io/
After=network.target confluent-kafka.target

[Service]

Type=simple

User=cp-kafka-rest

Group=confluent

Environment="LOG_DIR=/var/log/confluent/kafka-rest"

Environment="KAFKAREST_ OPTS=-javaagent:/opt/jolokia/jolokia.jar=port=8778,host=0.0.0.0

"
—

ExecStart=/usr/bin/kafka-rest-start /etc/kafka-rest/kafka-rest.properties
TimeoutStopSec=180
Restart=no

[Install]
WantedBy=multi-user.target

* Reload systemd and restart:
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sudo systemctl daemon-restart
sudo systemctl restart confluent-kafka-rest

For container based environments:

Define the following environment variable when starting the containers:

KAFKAREST_OPTS: "-javaagent:/opt/jolokia/jolokia.jar=port=8778,host=0.0.0.0"

Notes: “KAFKAREST_OPTS” is not a typo, this is the real name of the environment variable for some reason.

2.2.7 Starting Jolokia on the fly

To attach Jolokia agent to an existing JVM, identify its process ID (PID), simplistic example:

’ps —-ef | grep 'kafka.properties' | grep -v grep | awk '{print $1}'

Then:

’java -jar /opt/jolokia/jolokia.jar —--host 0.0.0.0 —-port 8778 start <PID>

Add this operation to any custom init scripts you use to start the Kafka components.

2.2.8 Zookeeper monitoring

Since the vi.1.31, Zookeeper metrics are now collected via JMX and Jolokia rather than the Telegraf Zookeeper plugin.

Collecting with Telegraf

Depending on how you run Kafka and your architecture preferences, you may prefer to collect all the brokers metrics
from one Telegraf collector, or installed locally on the Kafka brocker machine.

Connecting to multiple remote Jolokia instances:

[[inputs.jolokia2_agent]]

name_prefix = "zk "

urls = ["http://zookeeper-1:8778/jolokia","http://zookeeper—-2:8778/jolokia","http://
—zookeeper-3:8778/jolokia"]

Connecting to the local Jolokia instance:

# Zookeeper JVM monitoring
[[inputs.jolokia2_agent]]

name_prefix = "zk "

urls = ["http://$HOSTNAME:8778/jolokia"]

Full telegraf.conf example

The following telegraf.conf collects a cluster of 3 Zookeeper nodes:
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[global_tags]

# the env tag is used by the application for multi-environments management
env = "my_env"

# the label tag is an optional tag used by the application that you can use as,
—additional label for the services or infrastructure

label = "my_env_label"
[agent]
interval = "10s"
flush_interval = "10s"
hostname = "SHOSTNAME"
# outputs
[[outputs.http]]
url = "https://splunk:8088/services/collector"
insecure_skip_verify = true
data_format = "splunkmetric"

## Provides time, index, source overrides for the HEC
splunkmetric_hec_routing = true

## Additional HTTP headers

[outputs.http.headers]

# Should be set manually to "application/json" for json data_format

Content-Type = "application/Jjson"
Authorization = "Splunk 205d43fl1-2a31-4e60-a8b3-327eda49944a"
X-Splunk-Request-Channel = "205d43f1-2a31-4e60-a8b3-327edad49944a"

# Zookeeper JMX collection

[[inputs. jolokia2_agent]]
name_prefix = "zk "

urls = ["http://zookeeper-1:8778/Jjolokia","http://zookeeper-2:8778/jolokia", "http://
—zookeeper—3:8778/jolokia"]

[[inputs.jolokia2_agent.metric]]

name = "quorum"
mbean = "org.apache.ZooKeeperService:name0=x"
tag_keys = ["name(0"]

[[inputs.jolokia2_agent.metric]]
name = "leader"

mbean = "org.apache.ZooKeeperService:namelO=x,namel=%,name2=Leader"
tag_keys = ["namel"]

[[inputs.jolokia2_agent.metric]]
name = "follower"

mbean = "org.apache.ZooKeeperService:namel=x,namel=%,name2=Follower"
tag_keys = ["namel"]

Visualization of metrics within the Splunk metrics workspace application:
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Using mcatalog search command to verify data availability:

| mcatalog values (metric_name) values(_dims) where index=+% metric_name=zk_~

2.2.9 Kafka brokers monitoring with Jolokia
Collecting with Telegraf

Depending on how you run Kafka and your architecture preferences, you may prefer to collect all the brokers metrics
from one Telegraf collector, or installed locally on the Kafka brocker machine.

Connecting to multiple remote Jolokia instances:

# Kafka JVM monitoring
[[inputs. jolokia2_agent]]
name_prefix = "kafka "

urls = ["http://kafka-1:18778/jolokia","http://kafka-2:28778/jolokia", "http://kafka-
—3:38778/jolokia"]

Connecting to the local Jolokia instance:

# Kafka JVM monitoring
[[inputs.jolokia2_agent]]

name_prefix = "kafka_ "

urls = ["http://$HOSTNAME:8778/jolokia"]

Full telegraf.conf example

The following telegraf.conf collects a cluster of 3 Kafka brokers:

[global_tags]

# the env tag is used by the application for multi-environments management

env = "my_env"

# the label tag is an optional tag used by the application that you can use as,
—additional label for the services or infrastructure

label = "my_env_label"

[agent]

(continues on next page)
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interval = "10s"
flush_interval = "10s"
hostname = "S$SHOSTNAME"
# outputs
[[outputs.http]]
url = "https://splunk:8088/services/collector™"
insecure_skip_verify = true
data_format = "splunkmetric"

## Provides time, index, source overrides for the HEC
splunkmetric_hec_routing = true

## Additional HTTP headers

[outputs.http.headers]
# Should be set manually to "application/json" for json data_format

Content-Type = "application/json"
Authorization = "Splunk 205d43f1-2a31-4e60-a8b3-327edad99%44a"
X-Splunk-Request-Channel = "205d43f1-2a31-4e60-a8b3-327edad49944a"

# Kafka JVM monitoring

[[inputs.jolokia2_agent]]
name_prefix = "kafka "

urls = ["http://kafka-1:18778/jolokia","http://kafka-2:28778/jolokia","http://kafka—

—3:38778/jolokia"]

[[inputs.jolokia2_agent.metric]]

name = "controller"
mbean = "kafka.controller:name=x*, type=*"
field prefix = "$1."

[[inputs.jolokia2_agent.metric]]

name = "replica_manager"
mbean = "kafka.server:name=x,type=ReplicaManager"
field _prefix = "$1."

[[inputs.jolokia2_agent.metric]]

name = "purgatory"

mbean = "kafka.server:delayedOperation=x,name=x,
—type=DelayedOperationPurgatory"

field_prefix = "s1."

field_name = "g2"

[[inputs. jolokia2_agent.metric]]

name = "client"
mbean = "kafka.server:client-id=x, type=+"
tag_keys = ["client-id", "type"]

[[inputs.jolokia2_agent.metric]]

name = "network"

mbean = "kafka.network:name=x*, request=*, type=RequestMetrics"
field prefix = "S1."

tag_keys = ["request"]

[[inputs.jolokia2_agent.metric]]

name = "network"
mbean = "kafka.network:name=ResponseQueueSize,type=RequestChannel"
field _prefix = "ResponseQueueSize"

(continues on next page)
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tag_keys = ["name"]

[[inputs.jolokia2_agent.metric]]

name = "network"

mbean "kafka.network:name=NetworkProcessorAvgIdlePercent, type=SocketServer"
field _prefix = "NetworkProcessorAvglIdlePercent"

tag_keys = ["name"]

[[inputs.jolokia2_agent.metric]]

name = "topics"
mbean = "kafka.server:name=x,type=BrokerTopicMetrics"
field prefix "s1."

[[inputs.jolokia2_agent.metric]]

name = "topic"

mbean "kafka.server:name=x, topic=+,type=BrokerTopicMetrics"
field prefix = "$1."

tag_keys ["topic"]

[[inputs.jolokia2_agent.metric]]

name = "partition"

mbean = "kafka.log:name=x,partition=«,topic=x, type=Log"
field_name = "S1"

tag_keys = ["topic", "partition"]

[[inputs.jolokia2_agent.metric]]

name = "log"

mbean = "kafka.log:name=LogFlushRateAndTimeMs, type=LogFlushStats"
field_name = "LogFlushRateAndTimeMs"

tag_keys = ["name"]

[[inputs.jolokia2_agent.metric]]

name = "partition"

mbean = "kafka.cluster:name=UnderReplicated, partition=x,topic=x*,type=Partition"
field_name = "UnderReplicatedPartitions"

tag_keys = ["topic", "partition"]

[[inputs.jolokia2_agent.metric]]

name = "request_handlers"

mbean = "kafka.server:name=RequestHandlerAvgIdlePercent,
—type=KafkaRequestHandlerPool"

tag_keys = ["name"]

# JVM garbage collector monitoring
[[inputs.jolokia2_agent.metric]]

name = "jvm_garbage_collector"

mbean = "java.lang:name=x, type=GarbageCollector"

paths = ["CollectionTime", "CollectionCount", "LastGcInfo"]
tag_keys = ["name"]

Visualization of metrics within the Splunk metrics workspace application:
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Using mcatalog search command to verify data availability:

| mcatalog values (metric_name) values(_dims) where index=* metric_name=kafka_x*.x*

2.2.10 Kafka connect monitoring
Collecting with Telegraf

Connecting to multiple remote Jolokia instances:

# Kafka-connect JVM monitoring
[[inputs.jolokia2_agent]]
name_prefix = "kafka_connect."

urls = ["http://kafka-connect-1:18779/jolokia","http://kafka-connect-2:28779/jolokia
"

—","http://kafka-connect-3:38779/jolokia"]

Connecting to local Jolokia instance:

# Kafka-connect JVM monitoring
[[inputs.jolokia2_agent]]
name_prefix = "kafka connect."
urls = ["http://SHOSTNAME:8778/jolokia"]

Full telegraf.conf example

bellow a full telegraf.conf example:

[global_tags]

# the env tag is used by the application for multi-environments management
env = "my_env"

# the label tag is an optional tag used by the application that you can use as,,
—additional label for the services or infrastructure
label = "my_env_label"

(continues on next page)
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[agent]
interval = "10s"
flush_interval = "10s"
hostname = "SHOSTNAME"
# outputs
[ [outputs.http]]
url = "https://splunk:8088/services/collector"
insecure_skip_verify = true
data_format = "splunkmetric"

## Provides time, index, source overrides for the HEC
splunkmetric_hec_routing = true

## Additional HTTP headers

[outputs.http.headers]
# Should be set manually to "application/json" for json data_format

Content-Type = "application/Jjson"
Authorization = "Splunk 205d43fl1-2a31-4e60-aB8b3-327eda4d49944a"
X-Splunk-Request-Channel = "205d43f1-2a31-4e60-a8b3-327edad49944a"

# Kafka-connect JVM monitoring

[[inputs.jolokia2_agent]]

name_prefix = "kafka connect."

urls = ["http://kafka-connect-1:18779/jolokia", "http://kafka-connect-2:28779/jolokia
—","http://kafka-connect-3:38779/jolokia"]

[[inputs.jolokia2_agent.metric]]
name = "worker"
mbean = "kafka.connect:type=connect-worker-metrics"

[[inputs.jolokia2_agent.metric]]
name "worker"
mbean "kafka.connect:type=connect-worker-rebalance-metrics"

[[inputs.jolokia2_agent.metric]]

name = "connector-task"
mbean = "kafka.connect:type=connector-task-metrics, connector=«,task=x"
tag_keys = ["connector", "task"]

[[inputs. jolokia2_agent.metric]]

name = "sink-task"
mbean = "kafka.connect:type=sink-task-metrics,connector=x,task=x"
tag_keys = ["connector", "task"]

[[inputs. jolokia2_agent.metric]]

name = "source-task"
mbean = "kafka.connect:type=source-task-metrics,connector=x,task=x"
tag_keys = ["connector", "task"]

[[inputs.jolokia2_agent.metric]]

name = "error-task"
mbean = "kafka.connect:type=task-error-metrics,connector=x*,task=x"
tag_keys = ["connector", "task"]

# Kafka connect return a status value which is non numerical
# Using the enum processor with the following configuration replaces the string value,

—by our mapping (continues on next page)
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[ [processors.enum] ]
[ [processors.enum.mapping] ]
## Name of the field to map
field = "status"

## Table of mappings
[processors.enum.mapping.value_mappings]

paused = 0
running = 1
unassigned = 2
failed = 3

destroyed = 4

Visualization of metrics within the Splunk metrics workspace application:
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Using mcatalog search command to verify data availability:

| mcatalog values (metric_name) values(_dims) where index=* metric_name=kafka_connect.x

2.2.11 Kafka Xinfra monitor - end to end monitoring

Installing and starting the Kafka monitor

LinkedIn provides an extremely powerful open source end to end monitoring solution for Kafka, please consult:
* https://github.com/linkedin/kafka-monitor

As abuiltin configuration, the kafka-monitor implements a jolokia agent, so collecting the metrics with Telegraf cannot
be more easy !

It is very straightforward to run the kafka-monitor in a docker container, first you need to create your own
image:

* https://github.com/linkedin/kafka-monitor/tree/master/docker

In a nutshell, you would:
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git clone https://github.com/linkedin/kafka-monitor.git
cd kafka-monitor

./gradlew jar

cd docker

Edit the Makefile to match your needs

make container
make push

Then start your container, example with docker-compose:

kafka-monitor:
image: guilhemmarchand/kafka-monitor:2.0.3
hostname: kafka-monitor

volumes:
- ../kafka-monitor:/usr/local/share/kafka-monitor
command: "/opt/kafka-monitor/bin/kafka-monitor—-start.sh /usr/local/share/kafka-

—monitor/kafka-monitor.properties”

Once your Kafka monitor is running, you need a Telegraf instance that will be collecting the JMX beans,
example:

[global_tags]

# the env tag is used by the application for multi-environments management

env = "my_env"

# the label tag is an optional tag used by the application that you can use as,,
—additional label for the services or infrastructure

label = "my_env_label"
[agent]
interval = "10s"
flush_interval = "10s"
hostname = "SHOSTNAME"
# outputs
[[outputs.http]]
url = "https://splunk:8088/services/collector"
insecure_skip_verify = true
data_format = "splunkmetric"

## Provides time, index, source overrides for the HEC
splunkmetric_hec_routing = true

## Additional HTTP headers

[outputs.http.headers]
# Should be set manually to "application/json" for json data_format

Content-Type = "application/Jjson"
Authorization = "Splunk 205d43fl-2a31-4e60-a8b3-327edad49944a"
X-Splunk-Request-Channel = "205d43f1-2a31-4e60-a8b3-327edad49944a"

# Kafka JVM monitoring

[[inputs. jolokia2_agent]]
name_prefix = "kafka "
urls = ["http://kafka-monitor:8778/jolokia"]

[[inputs.jolokia2_agent.metric]]
name = "kafka-monitor"
mbean = "kmf.services:name=x, type=x"
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Visualization of metrics within the Splunk metrics workspace application:
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Using mcatalog search command to verify data availability:

| mcatalog values (metric_name) values(_dims) where index=x metric_name=kafka_kafka-
—monitor.

2.2.12 Confluent schema-registry
Collecting with Telegraf

Connecting to multiple remote Jolokia instances:

[[inputs. jolokia2_agent]]
name_prefix = "kafka_ schema-registry."
urls = ["http://schema-registry:18783/jolokia"]

Connecting to local Jolokia instance:

# Kafka-connect JVM monitoring
[[inputs.jolokia2_agent]]
name_prefix = "kafka_ schema-registry."
urls = ["http://$HOSTNAME:8778/jolokia"]

Full telegraf.conf example

bellow a full telegraf.conf example:

[global_tags]

# the env tag is used by the application for multi-environments management

env = "my_env"

# the label tag is an optional tag used by the application that you can use as,
—additional label for the services or infrastructure

(continues on next page)
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label = "my_env_label"
[agent]
interval = "10s"
flush_interval = "10s"
hostname = "SHOSTNAME"
# outputs
[[outputs.http]]
url = "https://splunk:8088/services/collector"
insecure_skip_verify = true
data_format = "splunkmetric"

## Provides time, index, source overrides for the HEC
splunkmetric_hec_routing = true

## Additional HTTP headers

[outputs.http.headers]
# Should be set manually to "application/json" for json data_format

Content-Type = "application/json"
Authorization = "Splunk 205d43f1-2a31-4e60-a8b3-327edad499%44a"
X-Splunk-Request-Channel = "205d43f1-2a31-4e60-a8b3-327edad49944a"

# schema-registry JVM monitoring
[[inputs.jolokia2_agent]]
name_prefix = "kafka_ schema-registry."

urls = ["http://schema-registry:18783/jolokia"]

[[inputs.jolokia2_agent.metric]]

name = "jetty-metrics"
mbean = "kafka.schema.registry:type=jetty-metrics"
paths = ["connections—active", "connections-opened-rate", "connections-closed-rate"]

[[inputs.jolokia2_agent.metric]]
name = "master-slave-role"
mbean = "kafka.schema.registry:type=master-slave-role"

[[inputs.jolokia2_agent.metric]]
name = "jersey-metrics"

mbean = "kafka.schema.registry:type=jersey-metrics"

Visualization of metrics within the Splunk metrics workspace application:
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& requesterrorrate
© requestrate
& response-rate

~ getschema

3

Using mcatalog search command to verify data availability:

| mcatalog values (metric_name) values(_dims) where index=+* metric_name=kafka_schema-
—registry.x*

2.2.13 Confluent ksql-server
Collecting with Telegraf

Connecting to multiple remote Jolokia instances:

[[inputs.jolokia2_agent]]
name_prefix = "kafka_ "
urls = ["http://ksgl-server-1:18784/jolokia"]

Connecting to local Jolokia instance:

[[inputs.jolokia2_agent]]
name_prefix = "kafka_ "
urls = ["http://$SHOSTNAME:18784/jolokia"]

Full telegraf.conf example

bellow a full telegraf.conf example:

[global_tags]

# the env tag is used by the application for multi-environments management

env = "my_env"

# the label tag is an optional tag used by the application that you can use as,,
—additional label for the services or infrastructure

label = "my_env_label"

[agent]
interval = "10s"

(continues on next page)
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flush_interval = "10s"
hostname = "SHOSTNAME"

# outputs
[[outputs.http]]
url = "https://splunk:8088/services/collector"
insecure_skip_verify = true
data_format = "splunkmetric"
## Provides time, index, source overrides for the HEC
splunkmetric_hec_routing = true
## Additional HTTP headers
[outputs.http.headers]
# Should be set manually to "application/json" for json data_format
Content-Type = "application/Jjson"
Authorization = "Splunk 205d43fl-2a31-4e60-a8b3-327edad9944a"
X-Splunk-Request-Channel = "205d43f1-2a31-4e60-a8b3-327edad49944a"

# ksgl-server JVM monitoring
[[inputs. jolokia2_agent]]
name_prefix = "kafka "

urls = ["http://ksgl-server:18784/jolokia"]

[[inputs.jolokia2_agent.metric]]
name

"ksgl-server"
mbean = "io.confluent.ksgl.metrics:type=«"

Visualization of metrics within the Splunk metrics workspace application:

Help | Fir
Metrics s s > Search & Reporting
Data « @Lastisminutes » -G Spiitallby = T Refresh + @ Clearall = - Analysis »
Find Data to Analyze Q| e sl senernum-persstentaueries Kafka_ksqlservernumdie-querles \afke_ksal-server num-active-querles kafka_ksql-servernum-persistent-
queries
v Metrics m g T ™ g
| AGGREGATIONS
> cpu
| Select one or more aggregations to
> disk ‘ display in the chart.
> diskio v Max Min
\ Aae  Ow Om
© Kafka_ksqlserver L Osader Jsem
& erorate m] -

& messages-c

& messages-consumed-max servermessages producedper-sec K.k server messages-consume persec ek server messages-consumed in e
& messages-consumed-min TIME COMPARISON
& messages-consumed-per-sec = ne = he e Overtay previous time period on the
& messages-produced-per-sec ~ [~ / selected chart
& num-active-queries / / / Compare to | None
© numidie-queries / JRR—
& num-persistentqueries / / / Splitthis metric by a dimension
> kermel Spiitby [ Neme
> mem
> net FILTERS
5 ettt messages-consumed-m: o ksl servermessoges consumedtavg L Include or exclude metrics from specific
categories.
> processes
> procstat [ " . et
& procstat_lookup.pid_count / / Joreki-agert-u
> swap / ’,’
> system / //

> Datasets

> Alerts

Using mcatalog search command to verify data availability:

| mcatalog values (metric_name) values(_dims) where index=+ metric_name=kafka_ksql-
—server. *
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2.2.14 Confluent kafka-rest
Collecting with Telegraf

Connecting to multiple remote Jolokia instances:

[[inputs. jolokia2_agent]]
name_prefix = "kafka_ kafka-rest."
urls = ["http://kafka-rest:8778/jolokia"]

Connecting to local Jolokia instance:

[[inputs. jolokia2_agent]]
name_prefix = "kafka_ kafka-rest."
urls = ["http://$SHOSTNAME:18785/jolokia"]

Full telegraf.conf example

bellow a full telegraf.conf example:

[global_tags]

# the env tag is used by the application for multi-environments management
env = "my_env"

# the label tag is an optional tag used by the application that you can use as,
—additional label for the services or infrastructure

label = "my_env_label"
[agent]
interval = "10s"
flush_interval = "10s"
hostname = "SHOSTNAME"
# outputs
[[outputs.http]]
url = "https://splunk:8088/services/collector"
insecure_skip_verify = true
data_format = "splunkmetric"

## Provides time, index, source overrides for the HEC
splunkmetric_hec_routing = true

## Additional HTTP headers

[outputs.http.headers]
# Should be set manually to "application/json" for json data_format

Content-Type = "application/Jjson"
Authorization = "Splunk 205d43fl-2a31-4e60-a8b3-327edad49944a"
X-Splunk-Request-Channel = "205d43fl1-2a31-4e60-a8b3-327eda49944a"

# kafka-rest JVM monitoring
[[inputs.jolokia2_agent]]
name_prefix = "kafka_kafka-rest."

urls = ["http://kafka-rest:18785/jolokia"]

[[inputs. jolokia2_agent.metric]]

name = "jetty-metrics"
mbean = "kafka.rest:type=jetty-metrics"
paths = ["connections—active", "connections-opened-rate", "connections-closed-rate

L1
1

(continues on next page)
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[[inputs. jolokia2_agent.metric]]
name = "jersey-metrics"
mbean = "kafka.rest:type=jersey-metrics"

Visualization of metrics within the Splunk metrics workspace application:

splunk>enterprise App: Search & Repc ator v essages Settings v Activity»  Help v Fin

Metrics . Search & Reporting

Data « G Clearall | 53 = - Analysis »

[ 5| | wahe_watarestjctymetics comections-opened-rate kafka_kafka-rest jetty-
metrics.connections-opened-rate

v Metrics 148 matches found . g
NN AAGGREGATIONS
~ kafka_kafka-rest \
| \ Select one or more aggregations to
> jersey-metrics \ display in the chart.

~ Jetty-metrics | | Pae O [OJu
& connections-active ! 1 [Jswoer  [Jsum
& connections-closed-rate (] percenties
& connect —

estjetty-metics.connections-closed-rate

o

> Datasets
TIME COMPARISON

> Alerts 0 ma

m g Overlay previous time period on the
NN selected chart

Compare to | None

| l spuTRY
| | Split this metric by a dimension.
Spitby [ Nene

FILTERS

estjetty-metrics.connections-active Include or exclude metrics from specific
categories.

s host

Jolokia_agent_url

Using mcatalog search command to verify data availability:

| mcatalog values (metric_name) values(_dims) where index=* metric_name=kafka_kafka_
—kafka-rest.*

2.2.15 Confluent Interceptor Monitoring

Implement Confluent Interceptor integration to Splunk
Confluent Interceptor allows monitoring latency from producers and consumers in any kind of ways and is a
very performing and rich way to monitor your Kafka components for Confluent customers:
* https://docs.confluent.io/current/control-center/installation/clients.html
To collect Confluent Interceptors metrics in Splunk, we use the following method:

* We use a Docker container to run the command center console consumer from the interceptor topic, by default
*“_confluent-monitoring”

* You cannot consume this topic directly in Splunk without the command center console consumer as it contains
binary data that would not be readable without the command center

* Once started, the Docker container consumes the topic and outputs the data in the stdout

* The Docker container uses the Splunk Docker logging driver to forward this data to a Splunk HTTP Event
Collector endpoint

* Finally, we use the Splunk logs to metrics capabilities to transform the metric events into metrics stored in the
Splunk metric store

For more information about Splunk logs to metrics capabilities, consult:
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* https://docs.splunk.com/Documentation/Splunk/latest/Metrics/L2MOverview

Interceptors monitoring
command center console consumer
on Docker

<. ECHps) .(__ﬁ??‘_'?‘_‘Fﬁ.?__-];-{_____.. Docker -
< logging driver CC JE

Load balancer

Make sure you enabled Interceptors in your products as explained in the Confluent documentation, for instance
for Kafka Connect you will add the following configuration in your worker properties:

producer.interceptor.classes=io.confluent.monitoring.clients.interceptor.
—MonitoringProducerInterceptor

consumer.interceptor.classes=io.confluent.monitoring.clients.interceptor.
—MonitoringConsumerInterceptor

Note: adding this config would require a restart of Kafka Connect to be applied

Once you decided where to run the Docker container, which could be the same machine hosting the command
center for example, you will:

Create a new metric (not a event index!) index to store the Confluent interceptor metrics, by default the application
excepts:

 confluent_interceptor_metrics

Create an HEC token dedicated for it, or allow an existing token to forward to the metric index, example:

[http://confluent_interceptor_metrics]
disabled = 0

index = confluent_interceptor_metrics
indexes = confluent_interceptor_metrics
token = XXXXXXX-XXXX-XXXX-XXXX-XXXXKXKXXX

The following props.conf and transforms.conf configuration need to be deployed to the indexers or intermediate
forwarders, these are not need on the search heads:

Define the following sourcetype in a props.conf configuration file in Splunk:

[confluent_interceptor]

SHOULD_LINEMERGE=false

LINE_BREAKER=([\r\n]+)

CHARSET=UTF-8

# Add the env, label and host inside the JSON, remove anything before the Jjson start
SEDCMD-add_tags=s/.x?env=(["\s]*)\slabel=(["\s]*)\shost=(["\s]*)\s.x2\{/{"env":"\1",
—"label":"\2", "host":"\3", /g

# Be strict and performer
TIME_FORMAT=%s%3N
TIME_PREFIX=\"timestamp\":\"
MAX_TIMESTAMP_LOOKAHEAD=35

# Handle the host Meta

TRANSFORMS-confluent-interceptor-host = confluent_interceptor_host

# Only keep the metrics, send any other events from the container to the null queue
TRANSFORMS-setnull = confluent_interceptor_setnull

# Logs to metrics

(continues on next page)
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TRANSFORMS-fieldvalue=confluent_interceptor_fields_extraction
TRANSFORMS-metricslog=confluent_interceptor_eval_pipeline
METRIC-SCHEMA-TRANSFORMS=metric—-schema:extract_metrics

Define the following transforms in a transforms.conf configuration file in Splunk:

[confluent_interceptor_setnull]

REGEX = “confluentinc/cp-enterprise-control-center
DEST_KEY = queue

FORMAT = nullQueue

[confluent_interceptor_fields_extraction]

FORMAT = $1::$52

REGEX = \"([a—-2zA-Z0-9_\.1+)\":\"?([a-zA-Z0-9_\.-1+)
REPEAT_MATCH = true

SOURCE_KEY = _raw

WRITE_META = true

[confluent_interceptor_host]
DEST_KEY = MetaData:Host
REGEX = \"host\":\" ([*\"]*)\"
FORMAT = host::$1

[confluent_interceptor_eval_pipeline]
INGEST_EVAL = metric_name="confluent_interceptor"

[metric—-schema:extract_metrics]
METRIC-SCHEMA-MEASURES-confluent_interceptor=_ALLNUMS_
METRIC-SCHEMA-MEASURES-confluent_interceptor=count, aggregateBytes, aggregateCrc,
—totallatency,minlLatency,maxlLatency,arrivalTime
METRIC-SCHEMA-BLACKLIST-DIMS-confluent_interceptor=host, session, sequence,window,
—minWindow, maxWindow

Define a new Docker container, you can use docker-compose for an easier deployment and maintenance:

On the machine hosting the Docker container, create a new directory:

mkdir /opt/confluent-interceptor
cd /opt/confluent-interceptor

In this directory, copy the command center properties file that you use for command center, at the minimal you
need to define the kafka broker and zookeeper connection string:

properties

We use the properties file to bootrap the command center console consumer, not an instance of the command
center

You can remove most of the configuration from the properties, what is required is providing the connectivity
settings to your Kafka brokers and Zookeeper ensemble

If you SSL and any mechanism use of authentication, make sure to include the settings accordingly

Do not update the setting confluent.controlcenter.data.dir from your Command center configu-
ration, if the directory cannot be used by the container, the console consumer will not start

control-center.properties

36

Chapter 2. Deployment and configuration:




telegraf-kafka Documentation, Release 1

#t##AAF AR AR AR AR A F A A #AA###A Server Basics ###########A#FHAFFHARFHAAFRAS

# A comma separated list of Apache Kafka cluster host names (required)
bootstrap.servers=localhost:9092

# A comma separated list of ZooKeeper host names (for ACLs)
zookeeper.connect=localhost:2181

Finally, create a new docker-compose.yml file as follows, edit the Splunk index, the HEC target and the HEC token to
match your deployment:

docker-compose version
* Make sure to download the very last version of docker-compose from https://docs.docker.com/compose/install

* If you cannot use a recent version of docker-compose and/or the Docker engine, lower the version on top of the

yaml file
version: '3.8'
services:

confluent-interceptor:
image: confluentinc/cp-enterprise-control-center
restart: always
hostname: confluent-interceptor

logging:
driver: splunk
options:
splunk—token: "XXXXXXX—XXXX-XXXX—XXXK-XXXXXXXX"

splunk-url: "https://mysplunk.domain.com:8088"
splunk-insecureskipverify: "true"
splunk-verify-connection: "false"
splunk—-index: "confluent_interceptor_metrics"
splunk-sourcetype: "confluent_interceptor"
splunk—format: "raw"
tag: "{{.ImageName}}/{{.Name}}/{{.ID}}"
env: "env,label,host"
mem_limit: 600m
extra_hosts:
— "kafka-1 kafka-l.acme.com:xxXX.xXXX.XXX.xxXx"
- "kafka-2 kafka-2.acme.com:XxXX.XXX.XXX.xXXx"
- "kafka-3 kafka-3.acme.com:xXxXX.XXX.XXX.XXX"
volumes:
- ../confluent/control-center.properties:/etc/confluent-control-center/control-
—center.properties

environment:
env: "docker_env"
label: "testing"
host: "confluent-consumer-interceptor"
command: "/usr/bin/control-center—console-consumer /etc/confluent-control-center/
—control-center.properties —-topic _confluent-monitoring"
Tip:

* You can include an hosts mapping in the docker-compose file to populate the /etc/hosts on the container, de-
pending on your Kafka brokers configuration, it might be required that the container knows how to communicate
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with the brokers using their FQDN / host name for instance

* DNS resolution from the container is a potential root cause of failure so it is important you handle this configu-
ration properly

version: '3.8'
services:

confluent-interceptor:
image: confluentinc/cp-enterprise-control-center
restart: always
hostname: confluent-interceptor
mem_limit: 600m
extra_hosts:
"kafka-1 kafka-l.acme.com:XXxX.XXX.XXX.xxxX"
- "kafka-2 kafka-2.acme.com:xxX.xXXX.xXXX.xxXx"
- "kafka-3 kafka-3.acme.com:XxX.XXX.XXX.xXXx"

Start the container:

docker—-compose up -d

Shall the system be restarted, or the container be failing, Docker will automatically restart a new container.

After the image has been downloaded, the container automatically starts and metrics start to be forwarded to Splunk:

Overview  Brokers  Topics  Burow  Analytics Searchv  Kafkamonitoringw  Kafkalogging»  Kafkaaleringv ~ Connected Experiencev  Auditv  Settingsv  Runasearch Kafka Smart Monitoring
New Search SaveAsv  Close
| mcatalog values(metric_name) values(_dins) where index=+ metric_name=confluent_interceptor. by index Last 24 hours v n
10 events (17/10/2020 14:00:00.000 to 18/10/2020 14:46:25.000)  No Event Sampling v Job v s & L Standard (search default) ¥ ¢ Smart Mode ¥
Events  Patterns  Statistics(1)  Visualization
100 PerPage  Format  Preview v
index & 7 values(metric_name) ¢ 7 values(_dims) ¢ v
confluent_interceptor_netrics confluent_interceptor. aggregateBytes clientld
confluent_interceptor. aggregateCre clientType
confluent_interceptor.arrivalTine clusterTd
confluent_interceptor. count group
confluent_interceptor.maxLatency moni toringTopicPartition
confluent_interceptor.minLatency partition
confluent_interceptor. totalLatency samplePeriod
shutdoun
topic
type

You can use the following search to verify that metrics are being ingested:

| mcatalog values (metric_name) values(_dims) where index=+ metric_name=confluent_
—interceptor.* by index

You can as well use the msearch command.:

| msearch index=+ filter="metric_name="confluent_interceptor.x""
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Overview  Brokers  Topics  Burrow  Analytics Searchv  Kafka monitoring»  Kafkalogging» ~ Kafka alerting>  Connected Ex c Audit  Settings¥  Runa search Kafka Smart Monitoring
New Search SaveAsv  Close
| msearch index=x filter="metric_name="confluent_interceptor. x"" Last 15 minutes n
180 events (18/10/2020 14:36:19.000 to 18/10/2020 14:5119.000)  No Event Sampling v Job > o B 4 Standard (search default) ¥ ¢ Smart Mode »
Events(180)  Pattens  Statistics  Visualization
Format Timeline ¥ —Zoom Out 1 minute per column

'/ /' ' | | ' | | | | | |-
List v # Format 20 Per Page v 2 3 4 5 6 7 8 9 Next >

< Hide Fields = Al Fields g | v S

> 181022020  { [-]
14:51:05.000 clientId: connector-consumer-sink-splunk-deno3-0
clientType: CONSUMER
clusterId: nBWbrPOaRbyE-2WpoviUvA
group: connect-sink-splunk-demo3
metric_name:confluent_interceptor.aggregateBytes: @
metric_name:confluent_interceptor. aggregateCre: 0

SELECTED FIELDS
a host 1

a source 1

a sourcetype 1

INTERESTING FIELDS

a clientl
clientld 3 metric_name:confluent_interceptor.arrivalTine: @
a clientType 1 ;
metric_nane: confluent_interceptor. count: @
a clusterld 1 .
metric_nane:confluent_interceptor.maxLatency: 0
a group 3

metric_name:confluent_interceptor.minLatency: 0
metric_name:confluent_interceptor. totallatency: 0
moni toringTopicPartition: @
partition: 0
samplePeriod: 15000
shutdown: false
topic: kafka_demo_headers
type: HEARTBEAT
3}
Show as raw text

# metric_name:confluent_interceptor.a
ggregateBytes 1

# metric_name:confluent_interceptor.a
ggregateCre 1

# metric_name:confluent_interceptor.a
rrivalTime 1

# metric_name:confluent_interceptor.c
ount 1

# metric_name:confluent_interceptor.
maxLatency 1

# metric_name:confluent_interceptor. host = ip-10-0-0-165  source = http:confluent_interceptor_metrics | sourcetype = confluent_interceptor

minLatency 1 > 180102020  { [-]
# metric_name:confluent interceptort 145115.000
otallatency 1
# monitoringTopicPartition 1
# partition 1
# samplePeriod 1

clientId: connector-consumer-sink-splunk-demol-0
clientType: CONSUMER

clusterId: nBWbrPOaRbyE-2WpoviUwA

group: connect-sink-splunk-demol

matric name:confluant infarcentor AcoracateRutes: 0

Troubleshoot Confluent Interceptor consumer

If you do not receive the metrics in Splunk, there can be different root causes:

* The Docker container started and stopped almost immediately, which is most certainly linked to the properties
configuration

* The command-center console consumer cannot access to Kafka due to configuration issues, network connectiv-
ity, DNS resolution, etc

* The connectivity between the Docker container and Splunk HTTP Event Collector is not valid

A first verification that can be done easily consists in disabling the Splunk logging driver to review the standard
and error output of the container and command-center:

Stop the container if it is running, then edit the configuration, remove, create amd start the container:

docker-compose stop confluent-interceptor
docker-compose rm —-f confluent-interceptor

docker-compose.yml

version: '3.8'
services:

confluent-interceptor:
image: confluentinc/cp-enterprise-control-center
restart: always
hostname: confluent-interceptor
#logging:
driver: splunk
options:

splunk-url: "https://mysplunk.domain.com:8088"

#
#
# splunk-token: "XXXXXXX—XXXX—XXXX—XXXX—XXXXXxxx"
#
# splunk-insecureskipverify: "true"

(continues on next page)
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# splunk-verify-connection: "false"

# splunk-index: "confluent_interceptor_metrics"
# splunk-sourcetype: "confluent_interceptor"

# splunk—-format: "raw"

# tag: "{{.ImageName}}/{{.Name}}/{{.ID}}"

# env: "env,label, host"

mem_limit: 600m

volumes:

- ../confluent/control-center.properties:/etc/confluent-control-center/control-
—center.properties

environment:
env: "docker_env"
label: "testing"
host: "confluent-consumer-interceptor"
command: "/usr/bin/control-center—console-consumer /etc/confluent-control-center/
—control-center.properties —-topic _confluent-monitoring"

Then run the container in attached mode: (as opposed to daemon mode with the -d option)

docker-compose up confluent-interceptor

The container will output to stdout, any failure to start the console consumer due to a properties issues would appear
clearly:

Press Ctrl+C to stop the container

Creating template_docker_splunk_localhost_confluent-interceptor_1 ... done
Attaching to template_docker_splunk_localhost_confluent-interceptor_1
confluent-interceptor_1 | OpenJDK 64-Bit Server VM warning: Option
—UseConcMarkSweepGC was deprecated in version 9.0 and will likely be removed in a_,
—future release.

confluent-interceptor_1 | SLF4J: Class path contains multiple SLF4J bindings.
confluent—-interceptor_1 | SLF4J: Found binding in [Jjar:file:/usr/share/java/acl/
—acl-6.0.0.jar!/org/slfdj/impl/StaticLoggerBinder.class]

confluent-interceptor_1 | SLF4J: Found binding in [Jjar:file:/usr/share/java/

—confluent-control-center/slf4j-1log4jl2-1.7.30.jar!/org/slfdj/impl/
—StaticLoggerBinder.class]

confluent-interceptor_1 | SLF4J: See http://www.slf4j.org/codes.html#multiple_
—bindings for an explanation.

confluent—-interceptor_1 | SLF4J: Actual binding is of type [org.slfd4j.impl.
—Log4jLoggerFactory]

confluent-interceptor_1 | WARNING: An illegal reflective access operation has_
—occurred

confluent-interceptor_1 | WARNING: Illegal reflective access by com.google.

—inject.internal.cglib.core.$ReflectUtils$l (file:/usr/share/java/acl/acl-6.0.0.jar)
—to method java.lang.ClassLoader.defineClass(java.lang.String,byte[], int,int, java.
—security.ProtectionDomain)

confluent-interceptor_1 | WARNING: Please consider reporting this to the
—maintainers of com.google.inject.internal.cglib.core.$ReflectUtils$l
confluent-interceptor_1 | WARNING: Use --illegal-access=warn to enable warnings,
—of further illegal reflective access operations

confluent-interceptor_1 | WARNING: All illegal access operations will be denied,
—in a future release

confluent-interceptor_1 | _confluent-monitoring 0 2020-10-18T14:05:57.
—771Z null {"clientType":"CONSUMER", "clientId":"connector-consumer-sink—

—splunk-demo2-0", "group":"connect-sink-splunk-demo2", "session":"£f0538df4-a9%d-458b-
—94f6-5d21c94£812d", "sequence":"4", "window":"0", "timestamp":"1603029957771", "topic":

—"kKatka_demo™; "partition™T0, *count* MO Y aggregateBytes T 0, " aggTegateEqddatinuds on next page)
—"totalLatency":"0", "minLatency":"0", "maxLatency":"0", "samplePeriod":"15000", "type":
"T—IF‘APTRF‘AT", "shutdown":fal e, "minWindow" :"_1" , "maxWindow" :"_1" ,

40"monitoringTopicPartition":0, "clusterId": "nBwbriChapter-2iDeploymentiandconfiguration:

—~"arrivalTime":"0"}
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confluent-interceptor_1 | _confluent-monitoring O 2020-10-18T14:06:00.
—0332 null {"clientType":"CONSUMER", "clientId":"connector-consumer-sink-—
—splunk-demol-0", "group":"connect-sink-splunk-demol", "session":"d18293d8-7£25-4b6c—
—bbfc-07a08efab9af", "sequence":"7", "window":"0", "timestamp":"1603029960033", "topic":
—"kafka_demo", "partition":0, "count":"0", "aggregateBytes":"0", "aggregateCrc":0,
—"totalLatency":"0", "minLatency":"0", "maxLatency":"0", "samplePeriod":"15000", "type":
—"HEARTBEAT", "shutdown":false, "minWindow":"-1", "maxWindow":"-1",
—"monitoringTopicPartition":0, "clusterId":"nBWbrPOaRbyE-2WpOviUwA", "clusterName":"",
—~"arrivalTime":"0"}

confluent-interceptor_1 | _confluent-monitoring O 2020-10-18T14:06:04.
6527 null {"clientType":"CONSUMER", "clientId":"connector-consumer-sink-—
—splunk-demo3-0", "group":"connect-sink-splunk-demo3", "session":"£f0c0222c-a466-4b60~-
—8497-T7cbldOebfafc", "sequence":"22", "window":"0", "timestamp":"1603029964652", "topic":

—"kafka_demo_headers", "partition":0, "count":"0", "aggregateBytes":"0", "aggregateCrc
—":0,"totallatency":"0", "minLatency":"0", "maxLatency":"0", "samplePeriod":"15000",
—"type" :"HEARTBEAT", "shutdown":false, "minWindow":"-1", "maxWindow":"-1",
—"monitoringTopicPartition":0, "clusterId":"nBWbrPOaRbyE-2WpOviUwA", "clusterName":"",
—~"arrivalTime":"0"}

“CGracefully stopping... (press Ctrl+C again to force)

Stopping template_docker_splunk_localhost_confluent-interceptor_1 ... done

In the output, raw metrics are:

| _confluent-monitoring 0 2020-10-18T14:05:57.7717Z null {
—"clientType" :"CONSUMER", "clientId":"connector—-consumer-sink-splunk-demo2-0", "group":
—"connect-sink-splunk-demo2", "session":"£0538df4-a%d-458b-94£f6-5d21c94£812d",
—"sequence":"4", "window":"0", "timestamp":"1603029957771", "topic":"kafka_demo",
—"partition":0, "count":"0", "aggregateBytes":"0", "aggregateCrc":0, "totallLatency":"0",
—"minLatency":"0", "maxLatency":"0", "samplePeriod":"15000", "type" : "HEARTBEAT",
—"shutdown":false, "minWindow":"-1", "maxWindow":"-1", "monitoringTopicPartition":0,
—"clusterId":"nBWbrPOaRbyE-2WpOviUwA", "clusterName":"", "arrivalTime":"0"}

If you can see metrics here, then the command center console consumer is able to bootstrap, access Kafka and
Zookeeper, and there are activity in the topic.

Note that if you have no consumers or producers with the Confluent interceptors enabled, there will be no metrics
generated here.

Disable command-center startup, keep the container running and exec into the container:

The next troubleshooting steps will allow you to enter the container and manually troubleshoot the startup of command
center.

To achieve this, we disable the command replaced by a tail which allows keeping the container ready for operations:

version: '3.8'
services:

confluent-interceptor:
image: confluentinc/cp-enterprise-control-center
restart: always
hostname: confluent-interceptor

#logging:

# driver: splunk

# options:

# splunk-token: "XXXXXXX—XXXX—XXXX—XXXX—XXXXXxxx"
# splunk-url: "https://mysplunk.domain.com:8088"
# splunk-insecureskipverify: "true"

(continues on next page)
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# splunk-verify-connection: "false"

# splunk—index: "confluent_interceptor _metrics"
# splunk-sourcetype: "confluent_interceptor"

# splunk—-format: "raw"

# tag: "{{.ImageName}}/{{.Name}}/{{.ID}}"

# env: "env,label, host"

mem_limit: 600m

volumes:

../confluent/control-center.properties:/etc/confluent-control-center/control-
—center.properties

environment:
env: "docker_env"
label: "testing"
host: "confluent-consumer-interceptor"
#command: "/usr/bin/control-center—console—consumer /etc/confluent—control—-center/
—control-center.properties —-topic _confluent-monitoring"

command: "tail —-f /dev/null"

If the container is started, stop the container, then remove and create the container:

docker-compose stop confluent-interceptor
docker-compose rm —-f confluent-interceptor

Start the container in daemon mode:

|

docker-compose up -d confluent-interceptor

Exec into the container:

|

docker—-compose exec confluent-interceptor /bin/bash

Once you are in container, you can review the properties file as it seen by the container, make sure it contains the
proper required configuration:

cat /etc/confluent-control-center/control-center.properties

You can attempt to manually run command-center console consumer and review step by step any failure:

/usr/bin/control-center-console-consumer /etc/confluent-control-center/control-center.
—properties ——topic _confluent-monitoring

Review carefully any failure.

Tip:
* By default, the exec command will make you enter the container as the relevant user “appuser”

* If you wish to access as root user instead, use the —user root argument in the exec command

docker—compose exec confluent-interceptor /bin/bash

For anymore troubleshooting related to command-center itself, consult:

* https://docs.confluent.io/current/control-center/installation/troubleshooting.html
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If these steps are fine but you do not receive metrics in Splunk, there might a connectivity issue or misconfig-
uration on between the Docker container and Splunk, you can force the Docker logging driver to verify the
connectivty when starting up:

splunk-verify-connection: "true"

If the connectivty is not working, Docker will refuse to start the container.

2.2.16 Burrow Lag Consumers

As from their authors, Burrow is a monitoring companion for Apache Kafka that provides consumer lag check-
ing as a service without the need for specifying thresholds.

See: https://github.com/linkedin/Burrow

Burrow workflow diagram:

Offset Consumer Host
Kafka Cluster 1 Commit Consumer and Balance Info —) Zookeeper

Consumer and
consumer_offsets Broker HEAD Topic Info
Topic Offsets ]

— — | — _ ] —_ e —
Burrow |
| } |
Kafka Client Ercker and Offsets Storage
l (Sarama) C%r;;uen;er Module |
| |

7 3

| Consumer Group
Status Requests |

| HTTP Server Emailer Notifier HTTP Notifier

Burrow is a very powerful application that monitors all consumers (Kafka Connect connectors, Kafka
Streams...) to report an advanced state of the service automatically, and various useful lagging metrics.

Telegraf has a native input for Burrow which polls consumers, topics and partitions lag metrics and statuses
over http, use the following telegraf minimal configuration:

See: https://github.com/influxdata/telegraf/tree/master/plugins/inputs/burrow

[global_tags]
# the env tag is used by the application for multi-environments management

(continues on next page)
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env = "my_env"
# the label tag is an optional tag used by the application that you can use as_
—additional label for the services or infrastructure

label = "my_env_label"
[agent]
interval = "10s"
flush_interval = "10s"
hostname = "SHOSTNAME"
# outputs
[[outputs.http]]
url = "https://splunk:8088/services/collector"
insecure_skip_verify = true
data_format = "splunkmetric"

## Provides time, index, source overrides for the HEC
splunkmetric_hec_routing = true

## Additional HTTP headers

[outputs.http.headers]
# Should be set manually to "application/json" for json data_format

Content-Type = "application/json"
Authorization = "Splunk 205d43f1-2a31-4e60-a8b3-327edad499%44a"
X-Splunk-Request-Channel = "205d43f1-2a31-4e60-a8b3-327edad49944a"

# Burrow

[[inputs.burrow]]
## Burrow API endpoints in format "schema://host:port".
## Default is "http://localhost:8000".
servers = ["http://dockerhost:9001"]

## Override Burrow API prefix.
## Useful when Burrow is behind reverse-proxy.
# api_prefix = "/v3/kafka"

## Maximum time to receive response.
# response_timeout = "5s"

## Limit per-server concurrent connections.
## Useful in case of large number of topics or consumer groups.
# concurrent_connections = 20

## Filter clusters, default is no filtering.
## Values can be specified as glob patterns.
# clusters_include = []
# clusters_exclude []

## Filter consumer groups, default is no filtering.
## Values can be specified as glob patterns.

# groups_include = []

# groups_exclude []

## Filter topics, default is no filtering.
## Values can be specified as glob patterns.
# topics_include = []

# topics_exclude []

(continues on next page)
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# username = ""
# password = ""

## Optional SSL config

# ssl_ca = "/etc/telegraf/ca.pem"

# ssl_cert = "/etc/telegraf/cert.pem"
# ssl_key = "/etc/telegraf/key.pem"

# insecure_skip_ verify = false

## Credentials for basic HTTP authentication.

Visualization of metrics within the Splunk metrics workspace application:

splunk

Metrics.

Data « Q@last6hours ~

burrow x burow_group lag by group

v Metrics 1 matches found

< burrow_group L | |

Q Refresh = (inaga) G Clearal | §3 = - Analysis »
burrow_group.lag
o
miaamuscen. || AGGREGATIONS

Select one or more aggregations to

‘ ‘ deplay 1 the chart
lag .
g o ‘ I Ame  Cwe e
offset _ -
| amlll Oswder [Jsem
& partition_count LIl
O percens
& status_code
© timestamp 20
© total_lag
TIME COMPARISON
< burrow._partion
Overlay prvious time period on the
O lag selected chart
© offset Compare to
tatus_code
4 SPLIT BY
& timestamp

& burrow_topic offset

> Datasets 0 matches found

> Alerts 0 matches found

Using mcatalog search command to verify data availability:

Split this metric by a dimension.
splitby [ group
Display | Highest

[ stack series

FILTERS

Include or exclude metrics from specific
categories.

cluster
env
group
host

label

’\ mcatalog values (metric_name) values(_dims) where index=+ metric_name=burrow_x*

2.3 Docker testing templates

Docker compose templates are provided in the following repository:

https://github.com/guilhemmarchand/kafka-docker-splunk

Using the docker templates allows you to create a full pre-configured Kafka environment with docker, just in

30 seconds.
Example:
* Zookeeper cluster (3 nodes)

e Kafka broker cluster (3 nodes)

» Katka connect cluster (1 node, can be extended up to 3 or more with additional config)

* Confluent schema-registry
* Confluent kafka-rest

* Confluent ksql-server

2.3. Docker testing templates
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» Kafka Xinfra SLA monitor container

* Telegraf container polling and sending to your Splunk metric store
* Yahoo Kafka Manager

 Confluent Interceptor console collector

» Kafka Burrow Consumer lag Monitoring
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kafka-1:190392

telegraf-kafka-broker .
jolokia: 18778

jc:-lﬂkié (3BTTE kafka-2:28052 kafka-3:39092

splunk: 8088 v
’ jolokia:28778
; R
. ' =

.-" e

Zookeeper-1:12181

Zookeeper plugin

telegraf-kafka-connect

Splunk:8088- - _ zookeeper plugin
I=Ip

Zookeeper plugin

zookeeper-2:22181 zookeeper-2:32181

kafka-connect-1:18082

jolokia: 18779

splunk:B088

kafka-connect-2:28082 kafka-connect-3:38082

jolokia:28779

jolokia: 38770

telegraf-kafka-monitor

| s.

jolokia: 8778

kafka-monitor

Start the template, have a very short coffee (approx. 30 sec), open Splunk, install the Metrics workspace app
and observe the magic happening !
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Administrator v M

splunk

Metrics.

Activity +

Helpv | Fi

> search & Reporting

Data « @ Last 15 minutes » | -G Splitby + | Auto-refresh v (25 to reiresh) @ Clearal I = e Analysis »
bytes % | | kofko_komomonitorbytes-consumed-rate kafka_kafka-monitor.bytes-
consumed-rate
v Metrics 63 matches found m g
- ————— AGGREGATIONS
v kafka_kafka-monitor
Select one or more aggregations to
& bytes-consumed-rate display in the chart.
~ Katka_network Dwe  Ouex  Own
v RequestBytes Ostddev  [Jsum
© sotnpercentie [ percenties
4 % x 75 x 50 x 3 x 0 x
asthPercentie
B4 zockecperavg_latency b server
& osthPercentile TIME COMPARISON
& oothpercentie Overlay previous time period on the
© 999thpercentie - selected chart
 rookeeperd Compare to [ None -
& count \
© Max SPLITBY
© Mean Split this metric by a dimension
© Min Spiitby [ None E
& stapev
v TemporaryMemoryBytes FILTERS
& sothercentie R ENEssagRsRers e OneMinuteRate by Joloki_sgertu Include or exclude metrics from specific
categories.
& TsthPercentie
host
& osthpercentie _
— Jolokia_agent_url
& ostnpercentie
& sothPercentie
© 99sthpercentie |

& count .

> Datasets © matches found

2.4 Splunk dashboards (health views)

2.4.1 Overview (landing page)

The Splunk application home page provides an overview of the Kafka infrastructure:

Guilhem M

splunksenterprise

Apps
Overview

App: Kafka Smart Monitoring

Brokers  Topics  Interceptors  Burow  Analytics  Searchv  Kafkamonitoringv  Kafkalogging»  Kafkaalerting»  Connected Experiencev  Auditv  Setting Run a search

Overview

AVERAGE LATENCY (milisecond) OUTSTANDING REQUESTS

OPEN ENTITY DASHBOARD VIEW

9,484.22 4,619.93

KAFKA BROKERS OFFLINE PARTITIONS UNDER REPLICATED PARTITIONS REALTIME AVG MESSAGES/IN SEC REALTIME AVG TRAFFIC IN (Kbps in)

OPEN BROKERS DASHBOARD VIEW SHOW BROKERS OVERVIEW OPEN TOPICS DASHBOARD VIEW

FAILED TASKS STARTUP.

(OPEN CONNECT DASHBOARD VIEW

gs v

Activity v Help~>  Find

B «aia Smart Monitoring

zookeeper-2

ZOOKEEPER LEADER

1,498.97 kafka-1

REALTIME AVG TRAFFIC OUT (Kbps out)

A ONTROLLER

SHOW TOPICS OVERVIEW

By default, all Kafka components including Confluent components are shown in the Overview page.

Shall a component be not detected, an informational panel replaces the metric related panel.

A configuration user interface is available in the app menu bar:
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* Settings / Management of enable components

Use this user interface to enable or disable any of the components depending on your needs:

Kafka Smart Monitoring

Kafka Smart Monitoring - Application configuration

Use this interface to manage the main configuration items of the application

Smart Components enablement

Depending on the products in use, you can enable or disable a which will au i configure the to be visible or hidden from the Overview dashboard

- T o o |
I B B e T ey
_—— T
I T S I A
I T R

Click on any of the row bellow to open the configuration window for this item.

Enable all components Disable all components

Jabel = state = range <
Zookeeper enabled °
Kafka_Broker enabled °
Kafka_Connect enabled °
Kafka_Bur row enabled °
Confluent enabled °
Confluent_ksal_server enabled °
Confluent _Schema_Registry enabled °

2.4.2 Overview Brokers

The Brokers overview page inspired from Yahoo Kafka manager exposes the Kafka brokers and main metrics:

splunk App: Kafka Smart Monitoring Guilhem Marchand ¥ Messages v  Settings v Activity v Help v Find

Overview  Brokers  Topics Interceptors  Burow  Analytics Searchv  Kafkamonitoring»  Kafkaloggingv ~ Kafka alertingv ~ Connected Experience>  Auditv  Settingsv  Runa search Kafka Smart Monitoring

Brokers

Kafka broker(s):

§€ KAFKA BROKERS

Brokers (click on the row to open broker detailed view for the selected broker) Combined Metrics

kafka_broker KBytes in KBytes out offine  under-replicated Rate ¢ Mean ¢ 1min ¢

env$ label ¢ 4 sparkiine_li sparkline_out s

[ 102932 1906.41
3253.95 1213.01
KBytes in /sec 77372 1e88.23
5.36 5.36) KBytes out /sec 179.17 407.91
Bytes rejected /sec
Failed fetch request /sec

Failed produce request /sec

Broker drilldown page:
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splunk>ente App: Kafka Smart Monitoring Guilhem Marchand »  Mes; Setings v Activity ¥ pv  Find

Brokers
&

Overview  Brokers  Topics  Intef Burow  Analytics  Search~  Kafkamonitoringv  Kafkalogging>  Kafka alerting v . Auditv  Settings~  Runasearch R «afka Smart Monitoring

Broker View

§€ Broker: kafka-1

‘Broker entity view

Summary Combined metrics
Data & Rate ¢
# of Topics Messages in /sec 326173
# of Partitions KBytes in /sec 2409.55

of Messages Keytes out /sec 561.89
% of Incoming Bytes rejected /sec

of Outgoing Failed fetch request /sec

Failed produce request /sec

Messages/sec
16000

sages per s
295 1o sovkep

[

Per Topic Detail (click on the row to view topic details for the selected topic)
topic ¢ Replication % Total Partitions + Partitions on broker % SizeMB ¢ Partitions %
50 0.019
2 0.000
0.006
0.002

0.000

2.4.3 Overview Topics

The Topics overview page inspired from Yahoo Kafka manager exposes the Kafka topics and main metrics:

splunk>enterprise  App: Kafka Smart Monitoring ~ Guilhem Marchand v Messages v Seftings v Activity v Helpv  Find

Overview  Brokers  Topics Interceptors  Burrow  Analytics Searchv  Kafkamonitoringv  Kafkalogging>  Kafkaalertingv ~ Connected Experience> ~ Auditv  Settingsv  Runa search K?ﬁ Kafka Smart Monitoring

Topics

§€ KAFKA TOPICS

Topics (click on the row to view topic details for the selected topic)
Label: Kafka topic(s):
ANY x ANY x

Size MB ¢ Producer Message/sec &

o

label ¢ topic ¢ #Partitions 4 #Brokers % #Replicas 4 Brokers spread % % #UnderReplicatedPartitions 4

[} 0.062

[} 0.000
018
.007
000
000
.251
001

601 1982.69

19.72

v
v
v
v
v
v
v
v
v
v
v

1497.90

Topic drilldown page:
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splunk App: Kaflka Smart Monitoring ~

Overview  Brokers  Topics Interceptors  Burrow.

Topic View

Topic entity view

Back to topics

Summary

summary $

Numbers of Partitions: 12
Total Number of Brokers: 3
Under-replicated %: .00

Size (MB): 32591.192

Metrics
Rate & sparkline &

Messages in /sec

KBytes in /sec

Partition Information

Partition %

splunk>er
Brokers

App: Kafka Smart Monitoring ~

Overview  Brokers  Topics Interceptors  Bumow  Analytics
Zookeeper - Entity health view

Env:

Last 4 hours ANY x

Realtime statistics

0.00

AVERAGE LATENCY (millsecond)

Overtime statistics

METRICS | LOGS ACTIVITY

Average latency (millisecond)

r18778]olokia
/z00keeper-38778/jolokia

hitp:/z00keeper-2:8778 olokia

Number Alive Connections

/z00keeper-18778/jolokia
/z00keeper-38778/jolokia

hitp:/z00keeper-2:8778 olokia

Analytics Search v

Kafka monitoring> ~ Kafka logging~  Kafka alerting ~

§§ TOPIC: c3test

Operations
Broker $
kafka-2
kafka-3

kafka-1

Latest Offset ¢
33691611

°

Kafkamonitoring» ~ Kafkalogging»  Kafkaalerting»  Connected Experience .

Zookeeper server(s):

ANY x

0

OUTSTANDING REQUESTS

Outstanding requests

ookeeper-2.8778olokia

o
Wed Oct21
2020

Packets received

ookeeper-2.8778olokia

Connected Experience ¥

Guilhem Marchand » M|

Audit>  Settings

# of Partitions ¢

(3,6,9

Run a search &

Settings»  Activity>  Help~  Find

Kafka Smart Monitoring

(oka

Partitions 4

@1,4,7,10)

0,2,5,8

2405.31

Size (MB) ¢ Under Replicated? &

32591.192  false

0.000 false

Guilhem Marchat

Auditv  Seftings¥  Runasearch

Pending Sync

hitpi/z00keeper-18778 olokia

1930 2000 2030
Wed Oct21
2020

Packets sent

hitpi/z00keeper 18778 olokia

1030 2000
Wed 0ct21
2020

,11)

5min & 15 min &

2337.09 2483.34

2314.98 2459.87

Activity > Helpv  Find

[ Kafka Smart Monitoring

0

PENDING SYNCS.

— hitpijzookeeper-38778]olokia

2100

hitpiizo0keeper-28778olokla  — hitpd/z00kesper-38778olokia

2.4. Splunk dashboards (health views)

51



telegraf-kafka Documentation, Release 1

splunk>enterprise  App: Kafka Smart Monitoring ¥ GulhemMarchand »  Messages »  Settings ¥  Activity>  Help>  Find

i ——— PR —— mate sotioge  Runasench %

Kafka Smart Monitoring

Zookeeper - Entity health view
Zookeeper server(s):

Last 4 hours ANY x

Realtime statistics

0.00

AVERAGE LATENCY (millsecond) OUTSTANDING REQUESTS PENDING SYNCS.

Overtime statistics

METRICS | LOGS ACTIVITY

Zookeeper log events by log_level

2200 2300

Events
Sourcetypes: Raw search:

ANY x.

Time

2110/2020
23:25:53.460

splunksenterprise  App: Kaka Smart Monitoring » Guilhem Marchan Activity>  Help~  Find

Overview  Brokers  Topics  Interceptc Burow  Analytics e Kafkamonitoring> ~ Kafkaloggingv  Kafkaalerting  Connected Experience  Auditv  Seftingsv  Run asearch §ﬁ

Kafka Smart Monitoring
Kafka Broker - Entity health view

Env: Kafka broker(s)

ANY x ANY x

3,395.89 765.91

‘OFFLINE PARTITIONS. UNDER REPLICATED PARTITIONS REALTIME AVG MESSAGES/IN SEC (msgse REALTIME AVG TRAFFIC IN (Kbps In)

REALTIME AVG TRAFFIC OUT (Kbps out)

BROKER ACTIVITY OVERVIEW | BROKER HEALTH OVERVIEW AL TOPICS REQUEST/SEC ~ REQUESTSLATENCY  BY TOPICMESSAGES/N  BY TOPIC TRAFFICIN/OUT  LEADERPARTITIONS  JVM GARBAGE COLLECTION  TABLE TOPICS/PARTITIONS  LOGS ACTIVITY

Al topics messages per sec

httpi/kafka-2.8778ljolokia  — hitpi/kafka-3:8778olokia
75000

2240 2250

All topics KBytesInPerSec

httpd/kafka-18778/lolokia ttpkafke- afka-3:8778/ olokia lokla  — hitp: 8778 folokia
30000

20000

10000
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splunk>enterprise  App: Kafka Smart Monitoring +

Overview  Brokers  Topics  Interceptors  Bumow  Analytics  Searchv  Kafkamonitoring v,

Kafka Broker - Entity health view

Env: Kafka broker(s)

Last 4 hours ANY x ANY x

‘OFFLINE PARTITIONS UNDER REPLICATED PARTITIONS

BROKER ACTIVITY OVERVIEW | BROKER HEALTH OVERVIEW | ALL TOPICS REQUEST/SEC  REQUESTS LATENCY

OfflinePartitions

httpi/kafka-18778/jolokia http/kafka-2:8778lolokla  — hitp/kafka-3:8778/jolokia

2000

ISR Shrinking per sec

httpd/kafka-18778/jolokia it kafka 38778 olokia

splunksenterp ‘App: Kafka Smart Monitorin

Overview  Brokers  Topics  Interceptors ~ Bumow  Analytics  Searchv  Kafkamonitoring ¥

Kafka Broker - Entity health view
Kafka broker(s):

Last 4 hours ANY x

‘OFFLINE PARTITIONS UNDER REPLICATED PARTITIONS

BROKER ACTIVITY OVERVIEW ~ BROKER HEALTH OVERVIEW | ALL TOPICS REQUEST/SEC | REQUESTS LATENCY

Produce requests/sec

afka-18778/jclokla nitp/katka-28778olokia  — it

Kafka logging

Kafka alerting v

3,86710

REALTIME AVG MESSAGES/IN SEC (msg/sec)

BY TOPIC MESSAGES/IN

Kafka alerting

3,8671

REALTIME AVG MESSAGES/IN SEC (m:

BY TOPIC MESSAGES/IN

o
Wed 0ct21
2020

Produce failed requests/sec

No results found.

Guihem Marchand »  Messages >  Seftings > Activity *

Connected Exper Auditv  Settings¥  Runa search &

3,515.65

REALTIME AVG TRAFFIC IN (Kbps In)

BY TOPIC TRAFFICIN/OUT ~ LEADERPARTITIONS  JVM GARBAGE COLLECTION  TABLE TOPICS/PARTITIONS

UnderReplicatedPartitions

httpkatka18778! afkar28778/jolokia  — hitpi/ikaka-3:87781

UnderReplicatedPartitions by topic

topic & Jolokia_agent_url ¢ # Partitions %

58

Guilhem Marchand ¥ Message Settings > Activity +

Run a search #
(oo

Connected Experience  Auditv  Settings~.

3,515.65

REALTIME AVG TRAFFIC IN (Kbps in)

BY TOPIC TRAFFICIN/OUT ~ LEADERPARTITIONS ~ JVM GARBAGE COLLECTION  TABLE TOPICS/PARTITIONS

Fetch requests/sec

fka-28778/j0lokla  — hitpi/ikalka-38778)

Fetch failed requests/sec

No results found.

Help

Help v

Find

Kafka Smart Monitoring

531.03

REALTIME AVG TRAFFIC OUT (Kbps out)

LOGS ACTIVITY

# UnderReplicatedPartitions 4

[

Find

Kafka Smart Monitoring

531.03

REALTIME AVG TRAFFIC OUT (Kbps out)

LOGS ACTIVITY

2.4. Splunk dashboards (health views)
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splunk>enterprise  App: Kafka Smart Monitoring +

Overview  Brokers  Topics Interceptors  Bumow  Analytics

Kafka Broker - Entity health view

Env:

Last 4 hours ANY x

‘OFFLINE PARTITIONS

BROKER ACTIVITY OVERVIEW ~ BROKER HEALTH OVERVIEW.

TotalTimeMs

FetchConsumer  — FetchFollower  — Produce

2000

FetchConsumer  — FetchFollower  — Produce

ResponseSendTimeMs

FetchConsumer — Produce

splunksenterp ‘App: Kafka Smart Monitorin

Overview  Brokers  Topics Interceptors  Bumow  Analytics.

Kafka Broker - Entity health view

Last 4 hours

‘OFFLINE PARTITIONS

BROKER ACTIVITY OVERVIEW ~ BROKER HEALTH OVERVIEW.

TOPIC.
ANY x

topic ¢
_consumer_of fsets.

__consumer_offsets
_consumer_of fsets.
_kafka-connect-splunk-statuses
_kafka-connect-splunk-statuses
_kafka-connect-splunk-statuses
_kafka-connect-splunk-task-configs

_confluent-monitoring

_schemas.

c3test

75000

50000

ALL TOPICS REQUEST/SEC

ALL TOPICS REQUEST/SEC

Search~  Kafka monitoring v

Kafka broker(s)

ANY x

UNDER REPLICATED PARTITIONS

REQUESTS LATENCY

RequestQueueTimeMs

Search~  Kafka monitoring ¥

Kafka broker(s)

ANY x

BY TOPIC MESSAGES/IN

Kafka logging

Kafka alertingv  Connected Exper

5,877.66

REALTIME AVG MESSAGES/IN SEC (msg/sec)

BY TOPIC TRAFFIC IN/OUT

FetchConsumer  — FetchFollower  — Produce

2100

Kafka alerting ~ Connected Experience v

9,252.36

UNDER REPLICATED PARTITIONS

REQUESTS LATENCY

Jolokia_agent_url ¢
http: //kafka-1:8778/jolokia
http: //kafka-2:8778/jolokia
http: //kafka-3:8778/jolokia
http: //kafka-1:8778/jolokia
http://kafka-2:8778/jolokia
http: //kafka-3:8778/jolokia
http: //kafka-1:8778/jolokia
http: //kafka-1:8778/jolokia
http: //kafka-1:8778/jolokia

http://kafka-1:8778/jolokia

VALUE_kafka-connect splunkstatuses

BY TOPIC MESSAGES/IN

— VALUE_kafka-connect splunk task-confi

REALTIME AVG MESSAGES/IN SEC (msglsec)

BY TOPIC TRAFFIC IN/OU'

— VALUE_confluent monttoring

Guihem Marchand +  Messages ¥  Seftings ~.

Audity  Settingsv  Runasearch

4,364.71

REALTIME AVG TRAFFIC IN (Kbps In)

LEADER PARTITIONS  JVM GARBAGE COLLECTION

LocalTimeMs

FetchConsumer  — FetchFollower

2000 2100

ResponseSendTimeMs

FetchConsumer  — FetchFollower

Guilhem Marchand ¥ Message Settings

Auditv  Settingsv  Runasearch

5,786.22

REALTIME AVG TRAFFIC IN (Kbps in)

LEADER PARTITIONS  JVM GARBAGE COLLECTION

avg msg Injsec ¢ maxmsginfsec ¢ sparkiine ¢

A

0.00

19514.51

VALUE_schemas = Kafia-monitortopic  — Kafka_demo_headers

Activity

TABLE TOPICS/PARTITIONS

Activity v

TABLE TOPICS/PARTITIONS

&

ik

— Produce.

— Produce

3

Loiko

Help

Help v

Find

Kafka Smart Monitoring

725.50

REALTIME AVG TRAFFIC OUT (Kbps out)

LOGS ACTIVITY

Find

Kafka Smart Monitoring

1124.85

REALTIME AVG TRAFFIC OUT (Kbps out)

LOGS ACTIVITY
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splunk>enterprise  App: Kafka Smart Monitoring +

Overview  Brokers  Topics  Interceptors  Bumow  Analytics  Searchv  Kafkamonitoring v,

Kafka Broker - Entity health view

Env:

Last 4 hours ANY x ANY x

‘OFFLINE PARTITIONS UNDER REPLICATED PARTITIONS

BROKER ACTIVITY OVERVIEW ~ BROKER HEALTH OVERVIEW AL TOPICS REQUEST/SEC  REQUESTS LATE!

TOPIC

ANY x

toplc & Jolokia_agent_url ¢ avg Kbps Infsec &

_consumer_of fsets. http://kafka-1:8778/jolokia

_consumer_of fsets. http://kafka-2:8778/jolokia

consuner_offsets http://kafka-3:8778/ jolokia

_kafka-connect-splunk-statuses http://kafka-1:8778/ jolokia

_kafka-connect-splunk-statuses http://kafka-2:8778/ jolokia

_kafka-connect-splunk-statuses http://kafka-3:8778/jolokia

_kafka-connect-splunk-task-configs  http://kafka-1:8778/jolokia

_confluent-monitoring http://kafka-1:8778/jolokia

_schemas. http://kafka-1:8778/jolokia

c3test http://kafka-1:8778/ jolokia

Traffic Kbps/in

30000
20000
10000

splunksenterp ‘App: Kafka Smart Monitorin

Overview  Brokers  Topics  Interceptors ~ Bumow  Analytics  Searchv  Kafkamonitoring ¥

Kafka Broker - Entity health view

Kafka lo

Kafka broker(s)

NCY

max Kbps In/sec ¢

Kafka logging

Kafka broker(s)

Last 4 hours ANY x

‘OFFLINE PARTITIONS UNDER REPLICATED PARTITIONS

BROKER ACTIVITY OVERVIEW ~ BROKER HEALTH OVERVIEW  ALL TOPICS REQUEST/SEC  REQUESTS LATE!

Ratio leader %

hutpikafka-18778olokda

Partitions count #

afka 18778 jolokia nitp/afka-28778olokla  — hitp:/kafka-38778olokia

NCY

ging  Kafka alerting v

Connected Exper

12,589.0

REALTIME AVG MESSAGES/IN SEC (msg/sec)

BY TOPIC MESSAGES/IN

sparkiine ¢

i

Kafka alerting

15,011.55

REALTIME AVG MESSAGES/IN SEC (msglsec)

BY TOPIC MESSAGES/IN

http:atka-2:8778]olokia

BY TOPIC TRAFFIC INJOUT

TOPIC:
ANY x
toplc ¢
__consumer_offsets
__consumer_offsets
__consumer_of fsets
__kafka-connect-splunk-offsets
__kafka-connect-splunk-offsets
__kafka-connect-splunk-offsets
__kafka-connect-splunk-statuses
__kafka-connect-splunk-statuses
__kafka-connect-splunk-statuses

__kafka-connect-splunk-task-configs

Traffic Kbps/Out

15000

10000

Connected Experien

BY TOPIC TRAFFIC IN/OU'

— htp: jolokia

Leader count #

Audit

Audit~.

Settings v

191.76

REALTIME AVG TRAFFIC IN (Kbps In)

LEADER PARTITIONS.

Guilhem Marchand

Run a search

JVM GARBAGE COLLECTION

Jolokia_agent_url ¢

http:

http:

http:

http:

http:
http:
http:

http:

Settings ~

LEADER PARTITIONS.

/kafka~

//kafka-2:

//Kafka-3:

//Kafka-1:

://kafka-2:

1/kafka-3:

I/kafka-1:

//kafka-2:

//kafka-3:

//Kafka-1:

Gullhem Marchand

nttp:/afka-18778/jolokia

:8778/jolokia

8778/jolokia
8778/jolokia
8778/jolokia
8778/jolokia
8778/jolokia
8778/jolokia
8778/jolokia
8778/jolokia

8778/jolokia

Run a search

8,212.68

REALTIME AVG TRAFFIC IN (Kbps in)

JVM GARBAGE COLLECTION

hitp/atica-28778fjolokla

Messages >  Seftings~  Actvity»  Helpv  Find

[ Kafka Smart Monitoring

ik

1,449.26

REALTIME AVG TRAFFIC OUT (Kbps out)

TABLE TOPICS/PARTITIONS  LOGS ACTIVITY

avgKbps out/sec ¢ max Kbps out/sec & sparkiine ¢

° i

Messages ¥  Seftings v  Activity ¥  Helpv  Find

[ Katka Smart Monitoring

Loiko

1,655.70

REALTIME AVG TRAFFIC OUT (Kbps out)

TABLE TOPICS/PARTITIONS  LOGS ACTIVITY

— hitp/atka-38778olokla
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splunk>enterprise  App: Kafka Smart Monitoring ¥ GulhemMarchand »  Messages »  Settings ¥  Activity>  Help>  Find

Overview  Brokers  Topics  Interceptors  Burow  Analytics  Searc Kafia monitoringv ~ Kafka logging > Kafka alerting v “ Audity  Settings  Run a search B3 Kotka smart Monitoring

Kafka Broker - Entity health view

Kafka broker(s)

Last 4 hours ANY x

0 16,550.67 8,860.60 1,785.06

‘OFFLINE PARTITIONS UNDER REPLICATED PARTITIONS REALTIME AVG MESSAGES/IN SEC (msg/ REALTIME AVG TRAFFIC IN (Kbps in) REALTIME AVG TRAFFIC OUT (Kbps out)

BROKER ACTIVITY OVERVIEW ~ BROKER HEALTH OVERVIEW  ALL TOPICS REQUEST/SEC  REQUESTSLATENCY  BY TOPICMESSAGES/N  BY TOPIC TRAFFICIN/OUT  LEADERPARTITIONS | JVM GARBAGE COLLECTION | TABLE TOPICS/PARTITIONS  LOGS ACTIVITY

VM garbage collector LastGelnfo duration (how long, in milliseconds, the last GC cycle took)

— 61Young Generationhttpi/kafka-1:8778/olokia 61 Young Generationhttp:/iafka-28778/jolokia  — G1Young Generation:http:

A / A
00 /
M\/x\\f\\;«yy»:&zwww SARAPRATNY mw«\_w&mxw&#f\mwwmwwj\\fv

130 20 2010 2020 2030 2040 2050 2100 2110 2120 230 2140 250 00 10 20 = 2240
Ve
20

VM garbage collector CollectionCount (number of GC cycles of that type)

100

N R

1930 45 2000 2015 2030 2045 2u5 230 215 00 2215
Wed Oct 21

0

splunk: o) App: Kafka Smart Monitor GulhemMarchand »  Messages ¥ Settings ¥  Activity  Helpv  Find

Overview  Brokers  Topics  Interceptors  Bumow  Analytics  Searchv  Kafka monitori Kafkalogging  Kafkaalertingv ~ Connected Experience>  Auditv  Settings¥  Runa search kffm Kafka Smart Monitoring

Kafka Broker - Entity health view
Kafka broker(s):

Last 4 hours ANY x

0 ' 16,550.67 8,860.60 1785.06

‘OFFLINE PARTITIONS UNDER REPLICATED PARTITIONS REALTIME AVG MESSAGES/IN SEC (msg/sec) REALTIME AVG TRAFFIC IN (Kbps in) REALTIME AVG TRAFFIC OUT (Kbps out)

BROKER ACTIVITY OVERVIEW  BROKER HEALTH OVERVIEW  ALL TOPICS REQUEST/SEC ~ REQUESTSLATENCY  BY TOPICMESSAGES/N  BY TOPIC TRAFFICIN/OUT  LEADERPARTITIONS  JVM GARBAGE COLLECTION | TABLE TOPICS/PARTITIONS | LOGS ACTIVITY

TOTAL TOPICS TOTAL PARTITIONS

Table Topics/Parti
TOPIC:

ANY x.

Jolokia_agent_url $ partition ¢ LogStartOffset ¢ LogEndOffset ¢ NumLogSegments ¢ UnderReplicatedPartitions &
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splunk>enterprise  App: Kafka Smart Monitoring +

Overview  Brokers  Topics  Interceptors  Bumow  Analyics  Search~

Kafka Broker - Entity health view

Env:

Last 4 hours ANY x

‘OFFLINE PARTITIONS

BROKER ACTIVITY OVERVIEW ~ BROKER HEALTH OVERVIEW.

Kafka broker log events by log_level

Sourcetypes: Raw search:

ANY x.

Time

2110/2020
23:24:14.053

http:docker_logs

2110/2020
23:24:14.053

splunk>enterprise  App: Kafka Smart Monitoring ~

Overview  Brokers  Topics  Interceptors  Bumow  Analytics.

Kafka Topic - Entity health view

Env:

ANY x

UNDER-REPLICATED PARITTIONS FAILED PRODUCE REQUESTS/SEC

TOPIC TRAFFIC OVERVIEW | TOPIC FAILURES OVERVIEW

Messages/sec

75000

1930
Wed Oct21
20:

Traffic Kbps/in

2030

UNDER REPLICATED PARTITIONS

ALL TOPICS REQUEST/SEC

Kafka monitoring v

Kafka broker(s)

ANY x

17,782.27

REALTIME AVG MESSAGES/IN SEC (msg/sec)

REQUESTS LATENCY

I oEBUG

dockerkafkaibroker

Kafka monitoring>  Kafka logging *

Kafka topic(s):
Kafka_demo_headers x

catest x.

FAILED FETCHED REQUESTSISEC

TABLE BROKERS/TOPICS/PARTITIONS

2050

Kafka alerting v

BY TOPIC MESSAGES/IN

Kafka alerting

Guilhem Marchand Messages »

Connected Exper Audity  Settingsv  Runasearch

9,379.44

REALTIME AVG TRAFFIC IN (Kbps In)

BY TOPIC TRAFFICIN/OUT ~ LEADER PARTITIONS  JVM GARBAGE COLLECTION

M NFo I TRACE

Guilhem Marchand

Connected Experiencev  Audits  Seftings»  Runasearch

TABLE TOPICS/PARTITIONS

Activity  Helpv  Find

ik

1,97547

REALTIME AVG TRAFFIC OUT (Kbps out)

LOGS ACTIVITY

Activity v Help~  Find

(it

[ Kafka Smart Monitoring

[ Kafka Smart Monitoring

1109.26 11,175.24

REALTIME AVG TRAFFIC IN (Kbps in)

REALTIME AVG MESSAGES/IN SEC (msglsec)

kafka_demo_headers

Traffic Kbps/Out

2000

REALTIME AVG TRAFFIC OUT (Kbps out)
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splunk>enterprise  App: Kafka Smart Monitoring ¥ GulhemMarchand »  Messages »  Settings ¥  Activity>  Help>  Find

Overview  Brokers  Topics  Interceptors  Bumow  Analytics  Searchv  Kafkamonitoringv  Kafkaloggingv  Kafkaalertingv  Connected Exper Auditv  Settingsv  Run a search B3 Kotka smart Monitoring

Kafka Topic - Entity health view
Env: 3 Kafka topic(s):
Last 4 hours ANY x c3test x

kafka_demo_headers x

582.22 408.07 5,470.99

UNDER-REPLICATED PARITTIONS FAILED PRODUCE REQUESTS/SEC FAILED FETCHED REQUESTS/SEC REALTIME AVG MESSAGES/IN SEC (msglsec) REALTIMEE AVG TRAFFIC IN (Kbps In) REALTIME AVG TRAFFIC OUT (Kbps out)

TOPIC TRAFFIC OVERVIEW  TOPIC FAILURES OVERVIEW | TABLE BROKERS/TOPICS/PARTITIONS

FailedProduceRequestsPerSec

No results found.

ledFetchRequestsPerSec

No results found.

splunk: o) App: Kafka Smart Monitorin GulhemMarchand »  Messages ¥ Settings ¥  Activity  Helpv  Find

Overview  Brokers  Topics Interceptors  Bumow  Analytics  Searchv  Kafkamonitoringy  Kafkaloggingv  Kafkaalertingw  Connected Experiencev  Auditv  Settings»  Runa search k'fﬁ Kafka Smart Monitoring

Kafka Topic - Entity health view
Kafka topic(s):
Last 4 hours catest x

Kafka_demo_headers x

UNDER-REPLICATED PARITTIONS FAILED PRODUCE REQUESTS/SEC FAILED FETCHED REQUESTS/SEC REALTIME AVG MESSAGES/IN SEC (m REALTIMIE AVG TRAFFIC IN (Kbps In) REALTIME AVG TRAFFIC OUT {Kbps ouf]

TOPIC TRAFFIC OVERVIEW  TOPIC FAILURES OVERVIEW | TABLE BROKERS/TOPICS/PARTITIONS

TOTAL PARTITIONS TOTAL VOLUME USED (M8)

Table Brokers/Topics/Partitions details

jolokia_agent_url artition ¢ LogStartOffset ¢ LogEndOffset ¢ NumLogSegments UnderReplicatedPartitions &
9 [ it o gSegr ol
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2.4.7 Kafka connect dashboard view

splunk>enterp App: Kafka Smart Monitor GulhemMarchand »  Messages »  Settings ¥  Activity  Helpv  Find

Overview  Brokers  Topics  Interceptors  Bumow  Analytics  Searchv  Kafka monitori Kafkalogging  Kafkaalertingv ~ Connected Experience>  Auditv  Settings¥  Runa search k'fﬁ Kafka Smart Monitoring

Kafka Connect - Entity health view

Kafka connnect workerls}:

00:00:16 4 4

FAILED WORKER STARTUP FAILED TASKS STARTUP DURATION SINCE LAST REBALANCE CONNECTOR(S) DISTINCT COUNT ‘TOTAL TASK(S) COUNT

Last 4 hours ANY x

CONNECT ACTIVITY OVERVIEW | CONNECTORTASKS ~ SOURCETASKS ~ SINKTASKS ~ ERRORTASKS  TABLE CONNECTORS/TASKS  LOGS ACTIVITY

The number of tasks run in this worker Whether this worker is currently rebalancing

@fka-connect 187780

2000
Wed 0ct21
202

The average percentage of this worker's connectors starts that failed The average percentage of this worker's tasks starts that failed

hitpi/iafka-connect 18778 joloka. @fka-connect 18778olokia

splunk: App: Kafka Smart Monitoring ~ Guihem Marchand v Messages v Seftings ¥ Activity ¥  Helpv  Find

Overview  Brokers  Topics  Interceptors  Burow  Anabtics  Searchv  Kafkamonitoringv  Kafkaloggingv  Kafkaaleringv  Connected Experience>  Audits  Settings®  Runasearch Kafka Smart Monitoring

Kafka Connect - Entity health view

Env: Kafka connnect workers}:

00:00:46 4 4

FAILED WORKER STARTUP FAILED TASKS STARTUP. DURATION SINCE LAST REBALANCE CONNECTOR(S) DISTINCT COUNT TOTAL TASK(S) COUNT

Last 4 hours ANY x

CONNECT ACTIVITY OVERVIEW | CONNECTORTASKS | SOURCETASKS ~ SINKTASKS ~ ERRORTASKS  TABLE CONNECTORS/TASKS  LOGS ACTIVITY

The fraction of time this task has spent in the running state The average size of the batches processed by the connector The maximum size of the batches processed by the connector

[— r— Sinksphnkdemo2  — sinksplnkdemod katknsource-comectortest  — sikspinkdemol sinkaphnkdemoz  — sinkspunkdemod Pro——— F ainksplnkdemoz  —

0 2030 2 2030 2
Wed Oct21 Wed Oct21
20 0 2020

2030 2100

The average percentage of this task's offset commit attempts that failed The average time in milliseconds taken by this task to commit offsets The maximum time in milliseconds taken by this task to commit offsets

ectortest  — sinksplunkdemol domo2 = siksplunkdema3 Kotk source-comectortest  —— sinkspiunkdemot sinkaphnkdema2  — sinkspunkdemod Latea source connectortest  — sk splunk demot ainksphundemo2  — snksplunkdemod

2000 2 00 2000
Wed Oct 21 Wed Oct21 Wed Oct 21
2 202 20
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splunk>enterprise  App: Kafka Smart Monitoring ¥ GulhemMarchand »  Messages »  Settings ¥  Activity>  Help>  Find

Overview  Brokers  Topics  Interceptors  Burow  Analytics  Searchv  Kafka monitoring Kafka alerting~  Connected Exper Auditv  Settingsv  Run a search B3 Kotka smart Monitoring

Kafka Connect - Entity health view

Env: 3 Kafka connnect worker(s):

00:01:16 4 4

FAILED WORKER STARTUP FAILED TASKS STARTUP DURATION SINCE LAST REBALANCE CONNECTOR(S) DISTINCT COUNT TOTAL TASK(S) COUNT

Last 4 hours ANY x ANY x

CONNECT ACTIVITY OVERVIEW ~ CONNECTORTASKS | SOURCETASKS | SINKTASKS ~ ERRORTASKS  TABLE CONNECTORS/TASKS  LOGS ACTIVITY

Avg/sec records produced/polled (before transformation) Avg time/ms taken to poll for a batch of source records Max time/ms taken by this task to poll for a batch of source records.

Kafka-source-connector- Kafka-source-connector-est Kaka-source-connector-test

2230 2300

Avg/sec no records output from transformations written to Kafka, after Avg no records that have been produced but not yet completely written to Kafka
transformations

Kafka-source-connector-est Kafka-source-c

2000 2030
Wed 0ct21

splunk: ‘App: Kafka Smart Monitorin Guilhem Marchand v Message Setings>  Actvity>  Helpv  Find

Overview  Brokers  Topics Interceptors  Bumow  Analytics  Searchv  Kafkamonitoringv  Kafkaloggingv  Kafkaalertingw  Connected Experience>  Auditv  Settings»  Runa search k'fﬁ Kafka Smart Monitoring

Kafka Connect - Entity health view

Kafka connnect workers):

00:01:46 4 4

FAILED WORKER STARTUP FAILED TASKS STARTUP DURATION SINCE LAST REBALANCE CONNECTOR(S) DISTINCT COUNT TOTAL TASK(S) COUNT

Last 4 hours ANY x

CONNECT ACTIVITY OVERVIEW ~ CONNECTORTASKS ~ SOURCETASKS | SINKTASKS | ERRORTASKS  TABLE CONNECTORS/TASKS  LOGS ACTIVITY

Number of topic partitions assigned to this task Avg/sec records read from Kafka, before transformations are applied Avg/sec records output from transformations and sent/put, after transformations
d

— sinksplunk demot sinksplunkdemo2 ink-splunkcdemot sinksplunkdemo2  — sinksplunk-demo3

40000 — sinksplunk-demot sinksplunk-demo2.

20000

2100
Wed Oct21 2000 2030
2020 1

e taken by this task to put a batch of sinks records Avg/sec number of offset commit completions completed successfully Avg/sec number of offset commit completions received too late and
skipped/ignored

— sinksplunk-demof sinkesplunidemo2  — sinkcsplunkdemo3 plunk-demo! sinksplunkdemo2  — sink-splunk-demo3
— sinksplunk: sinksplunkdemo2  —

2100
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splunk>enterprise  App: Kafka Smart Monitoring +

Overview  Brokers  Topics  Interceptors  Burrow

Kafka Connect - Entity health view

Env:

Last 4 hours ANY x

FAILED WORKER STARTUP

CONNECT ACTIVITY OVERVIEW ~ CONNECTOR TASKS

The number of errors that were logged

fost  — sinkspiukdemol

2000
Wed O
2020

The number of failed writes to the dead letter queue

— siksplukdomot

D App: Kafka Smart Monitorin

Overview  Brokers  Topics Interceptors  Burrow

Kafka Connect - Entity health view

Last 4 hours

FAILED WORKER STARTUP

CONNECT ACTIVITY OVERVIEW ~ CONNECTOR TASKS

Connectors and tasks (realtime)

label ¢ Jolokia_agent_url ¢

Analytics

SOURCE TASKS

Search~

FAILED TASKS STARTUP

SINK TASKS

— sinksplnkdemo3

Analytics

SOURCE TASKS

Search

FAILED TASKS STARTUP.

SINK TASKS

Kafka monitoring v

Kafka monitoring v

Kafka logging~ ~ Kafkaalerting> ~ Connected Experience »

Kafka connnect worker(s):

00:01:46

DURATION SINCE LAST REBALANCE

ANY x

ERRORTASKS | TABLE CONNECTORS/TASKS  LOGS ACTIVITY

The number of operations retried

— sikspiunkdemot

Kafkalogging  Kafka alertingv ~ Connected Experien

Kafka connnect workerls}:

00:02:16

DURATION SINCE LAST REBALANCE

ANY x

ERRORTASKS | TABLE CONNECTORS/TASKS | LOGS ACTIVITY

connector ¢

Guilhem Marchand Messages »

Audity  Settingsv  Runasearch

4

CONNECTOR(S) DISTINCT COUNT

The number of records skipped due to errors

2030

Guilhem Marchand Messages »

Auditv  Settingsv  Runasearch

4

CONNECTOR(S) DISTINCT COUNT

task$  status ¢ Integer_status ¢

Settings

Settings

Activity  Helpv  Find

[ Kafka Smart Monitoring

ik

4

TOTAL TASK(S) COUNT

sinksplundemo2

Activity > Helpv  Find

[ Katka Smart Monitoring

Loiko

4

TOTAL TASK(S) COUNT

lastTime &

2.4. Splunk dashboards (health views)
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splunk>enterprise  App: Kafka Smart Monitoring ¥ GulhemMarchand »  Messages »  Settings ¥  Activity>  Help>  Find

Overview  Brokers  Topics  Interceptors  Burow  Analytics  Searchv  Kafka monitoring Kafka alerting~  Connected Exper Auditv  Settingsv  Run a search B3 Kotka smart Monitoring

Kafka Connect - Entity health view

Env: 3 Kafka connnect worker(s):

00:03:1 4 4

FAILED WORKER STARTUP FAILED TASKS STARTUP DURATION SINCE LAST REBALANCE CONNECTOR(S) DISTINCT COUNT TOTAL TASK(S) COUNT

Last 4 hours ANY x ANY x

CONNECT ACTIVITY OVERVIEW ~ CONNECTORTASKS ~ SOURCETASKS ~ SINKTASKS ~ ERRORTASKS  TABLE CONNECTORS/TASKS | LOGS ACTIVITY

Kafka Connect log events by log_level

BNFO I WARN

Sourcetypes: Raw search:

ANY x.

Time

2110/2020
23:4141.468

kafka-connect1 httpidocker_logs dockerkafka:connect

2110/2020
23:4141.466

splunk>enterprise  App: Kafka Smart Monitoring v Guilhem Marchand g Activity > Helpv  Find

Overview  Brokers  Topics  Interceptors  Burow  Analytics o Kafkamonitoringv  Kafkalogging» ~ Kafkaalertingv  Connected Experience>  Auditv  Seftings  Run a search [ Kafka Smart Monitoring

Kafka Connect Sink task - Entity health view

Env: Kafka monitor(s):

ANY x sinkesplunk-demo3 x

running 100.00

NUMBER OF CURRENT TASK(S) AGGREGATED STATE SINK TASK RUNNING RATIO SINK TASK TOTAL ERRORS SINK TASK TOTAL RETRIES

CONNECTOR OVERVIEW | SINK TASK OVERVIEW ~ ERRORS TASK OVERVIEW  LOGS ACTIVITY

The fraction of time this task has spent in the running state The average size of the batches processed by the connector The maximum size of the batches processed by the connector

sinksplunk-demo3:0 sinksplunk-demo3  — sink-splunk-demo3:2 sinksplunk-demo3:0 sinksplunkdemo31  — sink splunkdemg splunk-demo3: inksplunkdemo31  — sink-splunkdemo3:2

2300 2300

The average percentage of this task's offset commit attempts that failed The average time in milliseconds taken by this task to commit offsets e in milliseconds taken by this task to commit offsets.

sink splunk-demo3:0 sinkssplunk-demo31  — sink-splunk-demo3:2 plunk-demo30 sinksplunk-demo3:0

2230 2300
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splunk>enterprise  App: Kafka Smart Monitoring +

Overview  Brokers  Topics  Interceptors  Bumow  Analyics  Search~

Kafka Connect Sink task - Entity health view
Env:

Last 4 hours ANY x

running

AGGREGATED STATE

NUMBER OF CURRENT TASK(S)

CONNECTOR OVERVIEW | SINK TASK OVERVIEW | ERRORS TASK OVERVIEW

Number of topic partitions assigned to this task

sinksplunk-demo3:0 sinksplunk-demo31 B sink-splunk-demo3:2

e taken by this task to put a batch of sinks records

sink-splunk-demo30. sinksplunkdemo31  — sink splunkdemo3:2

2030

splunksenterp ‘App: Kafka Smart Monitorin

Overview  Brokers  Topics Interceptors  Bumow  Analytics  Search~

Kafka Connect Sink task - Entity health view
Label:

Last 4 hours ANY x

running

AGGREGATED STATE

NUMBER OF CURRENT TASK(S)

CONNECTOR OVERVIEW  SINK TASK OVERVIEW | ERRORS TASK OVERVIEW

The number of errors that were logged

Sinksplunkdemo3:0 Sinksplunkcdemo3t  — sinksplunkdemo3:2

The number of record processing failures in this task

sinksplunk-demo3:0 Sinkesplunkdemo3  — sinksplunkdemo3:2

The number of failed writes to the dead letter queue

sinksplunk-demo3:0 Sinkesplunkdemo3  — sinksplunkdemo3:2

Kafka monitoring v Kafka alertingv  Connected Exper

Kafka monitor(s):

sinkesplunk-demo3 x

00.00

SINK TASK RUNNING RATIO

LOGS ACTIVITY

Avg/sec records read from Kafka, before transformations are applied

sink splunk demo3:0 sinksplunk-demo31 lunk-demo3:2

2130

Avg/sec number of offset commit completions completed successfully

sinksplunk-demo3.0 splunkdemo31  — sink-splunk-demo32

2000 2030 2100
Wed Oct 21

Kafkamonitoringy ~ Kafkaloggingv ~ Kafka alerting» ~ Connected Experience .

Kafka monitor(s):

sink-splunk-demo3 x

00.00

SINK TASK RUNNING RATIO

LOGS ACTIVITY

The number of operations retried

sinksplunk demo3:0 sinkssplunkdemo31  — sink-splunk-demo3:2

2100

The number of record processing errors in this task

sink splunk demo3:0 Sinksplunkdemo31  — sinksplunkdemo3:2

2100 2200

GuihemMarchand v Messages >  Settings >  Activity»  Helpv  Find

E— ¥

Auditv  Settings >

SINK TASK TOTAL ERRORS ‘SINK TASK TOTAL RETRIES.

Avg/sec records output from transformations and sent/put, after transformations
are applied

splunlcdemo3:0 sinksplunk-demo31  — sinksplunk-demo3:2

00 2030 2100 2200
Wed Oct 21

Avg/sec number of offset commit completions received too late and
skipped/ignored

sinksplunk-demo3  — sink-splunk.demo3:2

2 2030
Wed Oct21
200

Guilhem Marchand ¥ Message Settings~  Activity»  Helpv  Find

Run a search #
(oo

Audity  Settings >

SINK TASK TOTAL ERRORS ‘SINK TASK TOTAL RETRIES.

The number of records skipped due to errors

sinksplunk demo3:0 sink-splunicdemo31  — sink-splunk-demo3:2

The number of attempted writes to the dead letter queue

sink splunk demo3:0 sinksplunk demo3:1 sinkesplunk-demo3:2

Kafka Smart Monitoring

Kafka Smart Monitoring
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splunk>enterprise  App: Kafka Smart Monitoring ¥ GulhemMarchand »  Messages »  Settings ¥  Activity>  Help>  Find

Overview  Brokers  Topics  Interceptors  Bumow  Analytics  Searchv  Kafkamonitoringv  Kafkaloggingv  Kafkaalertingv  Connected Exper Auditv  Settingsv  Run a search B3 Kotka smart Monitoring

Kafka Connect Sink task - Entity health view
Env: 3 Kafka monitor(s):

Last 4 hours ANY x sinkesplunk-demo3 x

running 100.00

NUMBER OF CURRENT TASK(S) AGGREGATED STATE SINK TASK RUNNING RATIO SINK TASK TOTAL ERRORS SINK TASK TOTAL RETRIES

CONNECTOR OVERVIEW ~ SINK TASK OVERVIEW ~ ERRORS TASK OVERVIEW | LOGS ACTIVITY

Kafka Connect log events by log_level

BNFO I WARN

2030

Raw search

Time

2110/2020
23:43:52.810

Kafka-connect1 http:docker_logs stdout dockerkafka:connect

2110/2020
234352771

splunksenterprise  App: Kaka Smart Monitoring » Guilhe Activity>  Help~  Find

Overview  Brokers  Topics  Interceptors  Burow  Analytics o Kafkamonitoringv  Kafkalogging» ~ Kafkaalertingv  Connected Experience>  Auditv  Seftings  Run a search [ Kafka Smart Monitoring

Kafka Connector Source task - Entity health view

Env: Kafka monitor(s):

Last 60 minutes. ANY x Kafka-source-connector-

1 running 100.00

NUMBER OF CURRENT TASK(S) AGGREGATED STATE SINK TASK RUNNING RATIO SINK TASK TOTAL ERRORS SINK TASK TOTAL RETRIES

CONNECTOR OVERVIEW | SOURCE TASK OVERVIEW ~ ERRORS TASK OVERVIEW  LOGS ACTIVITY

The fraction of time this task has spent in the running state The average size of the batches processed by the connector The maximum size of the batches processed by the connector

kafka-sourc Kaka-source-connector-test0

The average percentage of this task's offset commit attempts that failed milliseconds taken by this task to commit offsets iseconds taken by this task to commit offsets

Kafka-source-connector-est0 Kafka-source-connector-est0 kafkarsource-connector-test0
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splunk>enterprise  App: Kafka Smart Monitoring ¥ GulhemMarchand »  Messages »  Settings ¥  Activity>  Help>  Find

Overview  Brokers  Topics  Interceptors  Burow  Analytics  Searchv  Kafka monitoring Kafka alerting~  Connected Exper Auditv  Settingsv  Run a search B3 Kotka smart Monitoring

Kafka Connector Source task - Entity health vie
Env: Kafka monitor(s):

Kafka-source-connector-... X

running 100.00

NUMBER OF CURRENT TASK(S) AGGREGATED STATE SINK TASK RUNNING RATIO SINK TASK TOTAL ERRORS SINK TASK TOTAL RETRIES

CONNECTOR OVERVIEW | SOURCE TASK OVERVIEW | ERRORS TASK OVERVIEW  LOGS ACTIVITY

Avglsec records produced/polled (before transformation) Avg time/ms taken to poll for a batch of source records Max time/ms taken by this task to poll for a batch of source records

kafka-source-connector-test:0 Kafka-source-connector-est0 Kaka-source-connector-test0

Avg/sec no records output from transformations written to Kafka, after Avg no records that have been produced but not yet completely written to Kafka Max no records that have been produced but not yet completely written to Kafka
transformations

Kafka-source-connector-est0 PR —)

splunk: o) App: Kafka Smart Monitorin Guilhem Marchand »  Message Settings v Activity»  Helpv  Find

Overview  Brokers  Topics Interceptors  Bumow  Analytics  Searchv  Kafkamonitoringv  Kafkaloggingv  Kafkaalertingw  Connected Experience>  Auditv  Settings»  Runa search k'fﬁ Kafka Smart Monitoring

Kafka Connector Source task - Entity health view
Label: Kafka monitor(s):

Last 60 minutes. ANY x kafka-source-connector-... X

running 100.00

NUMBER OF CURRENT TASK(S) AGGREGATED STATE SINK TASK RUNNING RATIO SINK TASK TOTAL ERRORS ‘SINK TASK TOTAL RETRIES.

CONNECTOR OVERVIEW ~ SOURCE TASK OVERVIEW | ERRORS TASK OVERVIEW | LOGS ACTIVITY

The number of errors that were logged e number of operations retried The number of records skipped due to errors

Kafk connector-test0 -source-connectortesto. Source-connector-esto

2250
Wed Oct
2020

The number of record processing failures in this task The number of record processing errors in this task The number of attempted writes to the dead letter queue

Kafka-source-connector-est0 Kafka-source-connector-est0 Kalka-source-connector-test0

The number of failed writes to the dead letter queue

Kafka-source-connector-est:0
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splunk>enterprise  App: Kafka Smart Monitoring +

Guihem Marchand »  Messages >  Setings>  Activiy>  Help+  Find
Overview  Brokers  Topics  Interceptors  Burow  Anaytics  Search  Kafka monitoring v Kafka alerting»  Connected Expe Audits  Settings>  Runasearch &

ik

Kafka Smart Monitoring
Kafka Connector Source task - Entity health vie

Env: Kafka monitor(s):

Kafka-source-connector-... X

1 running 100.00

NUMBER OF CURRENT TASK(S) AGGREGATED STATE

SINK TASK RUNNING RATIO SINK TASK TOTAL ERRORS SINK TASK TOTAL RETRIES

CONNECTOR OVERVIEW ~ SOURCE TASK OVERVIEW ~ ERRORS TASK OVERVIEW | LOGS ACTIVITY

Kafka Connect log events by log_level

Raw search:

Time

2110/2020
23:48:41677

Kafka-connect1 http:docker_logs stdout dockerkafka:connect

2110/2020

splunk

Guinem Marchand = Messages
Overvie

Help~  Find
Anaytics  Searche  Kafkamonitoring®  Kafka

goings  Kafkaslering>  Connected Experiences  Audit  Settings ®

B <etka st Monitoring
Confluent Interceptors Monitoring

INTERCEPTOR

Period:

Last 15 minutes

label: cllentrype: clusterie clenti: topic: statsBy:
ANY X ANY X ANY X ANY X ANY X cllentd / topic
cllnType ¢ clintid ¢ topic ¢ avg MBisec ¢ max MBisec + avg Latency & Latency ¢ currLatency ¢
coNsuER [ — 12414 27119.761 464769.100. 0804
PRODUCER connector-prodt Kafka- topic-source-test 0.000 0.000 0.000 o
PRODUCER producer=1 catest .78 0.000 0.000 °
Chartby:

clientid x

5.024 160,636 508,697

REALTIME MAX 1B /SEC REALTIVE AVERAGE LATENCY REALTIVE MAX LATENCY
Group consumer lag over time - top 10

comnector consumer ink splunkdma3.0 — connector.producar kalka Source-connector st — producer

rainesplunkdemad-0  — connector-procucer-kafka-50u

0 atewsecond
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2.4.11 Confluent schema-registry dashboard view

splunk

Multi-KPI A Configure™  Product Tour

Kafka schema-registry - Entity health view

Last 4 hours. v | ticeFiters

0.00 req/sec

REALTIME AVG ACTIVE CONNEC

SUBJECTS GETSCHEMA ~ SUBJECTSLIST  SUBJECTSDELETE  SUBJECTSVERSIONS  SCHEMAIDSGET-SHEMAS  COMPATIBILITY SUBJECTS VERSIONS

Total number of active Jetty TCP connections (connections-active) Average rate per second of opened Jetty TCP connections (connections-opened-rate)
00 1
o7
50 o5
025
w0 500 = 500 = 700 30 o0 w30 = 500 1630 700 730 1800
FriNovo FiNovd
2008
Average rate per second of closed Jetty TCP connections (connections-closed-rate) Historical master/slave state (master-slave-role, O=slave / 1=master)
1
o5 '
025
= 500 530 500 830 00 = w00 500 30 00 = 00 30 800
FiNovo
208

splunk

Dashboards IT Service Int

Kafka schema-registry - Entity health

Last 4 hours. v | ticeFiters

017 re

REALTIME AVG OPENED CONNECTIONS RATE REALTIME AVG CLOSED

GLOBALMETRICS | AGGREGATED ENDPOIN SUBJECTS GETSCHEMA  SUBJECTSLIST  SUBJECTSDELETE  SUBJECTSVERSIONS  SCHEMAIDSGET-SHEMAS  COMPATIBILITY SUBJECTS VERSIONS

Average number of HTTP requests per second (request-rate) Average request latency in ms (request-latency-avg) Average no of requests/sec HTTP error responses (request-error-rate)

1

1

075 o7
o5
o5 o5
02
02 0z
30 = 30 600 630 700 30 800 10 5 30 600 = 700 w30 800 0 500 30 600 = 00 730 800
Novo Fiilov® Fiilov®
2008 2008 2008
Average number of HTTP requests per second (response-rate) Average response size In bytes (response-size-avg) Bytes/second of outgoing responses (response-byte-rate)
'
075
05 58 - om -
02
30 600 630 700 30 800 500 B30 e00 630 700 730 800 500 00 630 0 730 800
FiNovo
2
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2.4.12 Xinfra Kafka monitor view

Kafka LinkedIn monitor - End to End monitoring with kafka-monitor

Between Date-times v | e Finers

) 100.00

END TO END HEALTH OVERVIEW | END TO END PRODUCE PERFORMANCE

JALABLITY RATE

END TO END CONSUME PERFORMANCE

produce-avallabllity-rate consume-avallability-rate records-lost-rate

0

00 00
50 s 50
00 00 800 2000 200 200 o0 00 1800 2000 200 1200 w00 600 w00 2000 200
Wed et 17 Wea 0ct17 Wea Ot 17
20 200 2008
produce-error-rate consume-error-rate records-duplicated-rate
w00 00 00
50 s 50
200 w00 00 800 2000 200 200 o0 00 1800 2000 200 1200 w00 600 w00 2000 200
Wed et 17 Wea 0ct17 Wea Oct 7
20 200 2008

Kafka LinkedIn monitor - End to End monitoring with kafka-monitor

Between Date-imes -

ide Fitrs

100.00

FROD! L

LTy R

END TO END HEALTH OVERVIEW | END TO END PRODUCE PERFORMANCE | END TO END CONSUME PERFORMANCE

Produce-delay-ms-avg

produce-delay-ms-99th

s
s
25
oo 200 1200 00 1500 00 700 ) 1800 2000 200 200 00 200 200 00 500 00 o0 800 100 2000 200 200
Wec et 7 Wed 0t 7
208 2008
Produce-delay-ms-max
1000
70
00
20
oo 200 00 w00 1500 00 00 00 1800 2000 2t00 200
WecOct 17
200
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Kafka LinkedIn monitor - End to End monitoring with kafka-monitor

Between Date-times v | e Finers

100.00 100.00

PRODL LABILITY RATE UNE AVALABILITY RATE

END TO END HEALTH OVERVIEW  END TO END PRODUCE PERFORMANCE | END TO END CONSUME PERFORMANCE

records-delay-ms-avg records-delay-ms-99th
s 00
s
50
25
oo 200 1200 00 00 00 00 w00 1800 2000 200 200 00 200 100 00 500 %00 700 800 1900 2000 2100 200
WecOct 7 Wed 0t
200 2008
records-delay-ms-max records-consumed-rate
1000 &
70 59
500 E
20 Bl

200 00 oo 500 00 00 800 Ts00 2000 2t00 200 200 200 oo 800 1600 00 800 w00 2000 200 200

oo
Wed 0et 17
P

2.4.13 Burrow Kafka Consumers lagging view

splunk:

a smart monitoring

Boton eat | | Exon -
Time range: e Laber Kafla clusters):
Last nows - | [ AN x anvx e Fivers

§ Burron aroup consumers

Burrow consumer groups (click on row to open group consumer detals)

St Consumer grouptr
v v
e cusers groups motag:  mmcsgt  cuents  spardine ssust  enget  lsTmes  samsdescrptont

Locat afla-masic-charts 202,589 022 s ) e ° si02:10 The group 15 in an error state. For exarple, the offets fave stapped for one or more partitions but. 1og is nan-zero

§3 Burrow: partitions

{click on a row to ope lag)
Sttus Topicts
A anvx
cusers  groups topic > pation s mosgt  maclg:  cumentt fnget  lasmes  status descrption s
lisl  kafkemsiccharts  kafka-music-charta-KSTREA-KAP-0000000094-repartition o s ) ' s @ 19:0200  The partition has stopped. For exarple, the offssts have not been committed in 3 loog pericd of ¢
iy Camarn e Kafka-music-charts  Kafka-music-charts-KSTREAN-MAP-0000000004-repartition 1 260,262 | stoe @  19:02:40 The partition has stopped. For example, the offsets have not been comitted in & long period of time
lbel  local  kafimsiccharts  kafka-msic-charts-KSTREAN-HAP-0000000004-repartition PR s1ot6 o | o @ 90200 The srou or partition i in 3 good state
mpemlael  locsl  kafkemsiccharts  kafka-msic-charts-sang-play-count-reprtition o om0 o o o @ 90200 The group or partition i in 3 good state
Jabel  lossl  kafkermsiccharts  kafka-misic-charts-song-play-count-repsrtition T s 02 o o @ 90200 The srou or partition i in 3 good state
i Camarn e Kafka-misic-charts  kafka-music-charts-song-play-count-repartition 2 19,031 14341 | stoe @  19:02:40 The partition has stopped. For example, the offsets have not been comitted in a long period of time
Tocal Kafka-music-charts  kafka-music-charts-top-Five-songs-by-genre-repartition o 18,584 13262 o ox [ 9:02:40  The group o partition is in 3 good state
leal  kaflemsiccharts  kafka-msic-charts-top-five-songs-by-genre-repartition ' om0 o o o @ 90200 The srou or partition i in 3 good state
leal  kafk-msiccharts  kafka-msic-charts-top-five-songs-by-genre-repartition " o738 o o @ 90200 The srou or partition i in 3 good state
local kafka-music-charts  kafka-music-charts-top-Five-songs-repartition o 71.6% 52008 o ) o @ 190240 The grow or partition is in a good state
lisl  hafkemeiccharts  kfka-msic-charta-top-five-songa-repartition ' om0 o o o @ 90200 The srou or partition i in 3 good state
e melael  locsl  kaflmsiccharts  kafka-msic-charts-top-five-songs-repartition 2 om0 o o o @ 90200 The srou or partition i in 3 good state
Il local  kafmsiccharts  play-events o om0 o o o @ 90200 The grou or partition i in 3 good state
e menlael  locsl  afamsiccharts  play-events ' st @ 190200 The partition has stopped. For exampl, the offssts have not been comsittad in = loog pericd of tine
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Burrow o
§€ Burrow - group consumer: kafka-music-charts
g nsuming fram tosics aghge  muchgs  cuments  sparines B L T ——
otamsic- ok msic- 2015 seamz s an @ 190330 The grow s in an error state. For examle, the offsets have stopped for one o sore partitions but lag is non-zero
stay-ovents
song-rees
A B
Groun consumer lagover ime
-
A s 5
oy topic sg ver time

Topics / Paritions

splunk

Burrow Export +
Time range: Env Labet Katka cluster(s)
Last 4 nours - | [anvx ANY X ANY X e Fiers

8 Eurow: oroup consumers

Burrow consumer groups (click on row to open group consumer details)

Staws Consumer groupts)

Y AN x
s abet 2 custer + max g ¢ sutus = ange 2 lostTime = status description ¢
ny_env_Label 55 o ° The group ar partition is in a good
sl el comect katia sirkctaskcaralon 0121 2 o ° Tha! group o partition 3 in'a goed state
my_env_label Kafka-mus o.000 o o o o The group or partition is in a good state

§€ Burrow: partitions

Burrow consumer partitions (click on a row to open timechart lag)
Stos Topics)

Y AN
em:  labals ausers  group s wopic = pattion:  avalag:  maxlag:  cumems spaine saws:  rnged  lasme:  stawsdescrpton s
Tocal cormct-kafla—conmect-telegra slegra o a.01 3 150 RPN ’ o ° The group or partition s in a good state
Tocal comect katia-comect-taleg tolegrat o.000 o o o ° Tl greun o partition 13 in/a) goed
Tocal cormct-kafla—conmect-telegra slegra 2 o.000 o o o ° The group or partition s in a good state
Tocal comect katia sirktaskcaralon arales o 0z » - o ° Tl greun o partition 13 in/a) goed
afha-mus S—— o o.000 o o o @  onssi0 The sroup or partition is in a good
o004-repartition o.000 o o o ° 18 The groum or partition s ina goed
mew  memlabel  local a0004-repartiti 2 0.0m o o o ©  onsmi0 The sroup or partition is in 4 geod
chartsone-play-ceunt-repartition o o.000 o o o ° Tl greun o partition 13 in/a) goed

Tocal arts-tons-play-count-repartition o.000 o o o ° The group or partition s in 2 good state
Local hart-song-play-count-repartition 2 0.0 o o o [ The group o partition s in 3 good

Tocal harts-top-Fsve-songs-y-genre-repartition o o.000 o o o ° The group or partition s in 2 good state
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2.5 Splunk Connected experience for Cloud Gateway

>

Connected experience dashboards are builtin dashboards optimised for visualization on Splunk Mobile and
Splunk TV with Splunk Cloud gateway:

https://docs.splunk.com/Documentation/Mobile

Using Splunk Cloud Gateway and the Connected Experience dashboards, you can easily send data to your mobile
Apple TV and device users with compatible and optimized dashboards.

Screenshots from some of the Connected Experience dashboards in Apple Iphone devices:
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wll 02-UK = 15118 all 02-UK 5 15119

all 02-UK 5 13:05

< KafkaBurrow - Health % [0

all 02-UK & 14:05

< Kafka Brok..Mobile view ¥ < KafkaBrok..Mobile view % [h < Kafka Connect - Health

Number of active brokers UnderReplicatedPartitions c

Number of monitored consumers 10)
Last .

Sink connectors aggregated state
La oW g

Last updated m ago t updated 155 ac

running

AGGREGATED STATE

Offline partitions
Last updated just now

Number of monitored sink connectors...
Last updated 155 ago

Consumers aggregated state
Last Uupdated just no

ISR Shrinking per sec
Last updated 1m ago

of

Dashboards Dashboards

2.5.1 Access the Connected Experience dashboards

The builtin Connected Experience dashboards are available from the “Connected Experience” menu in the Splunk
application:

splunk App: Kafka Smart Monitoring ~ Guihem Marchand v Messag Setings+  Actvity > Help+ | Find

Kafka Smart Monitoring
oo

Overview Kafka Brokers Health
Kafka Topics Health
Kafka Connect Health

Kafka Burrow Health

o
ll ZOOKEEPER

o) o) zookeeper-2

AVERAGE LATENCY (millsecond) OUTSTANDING REQUESTS PENDING SYNCS ZOOKEEPER LEADER

OPEN ENTITY DASHBOARD VIEW.

Although these dashboards are specially designed for the Splunk Connected experience, these are entirely compatible
with Splunk Web:
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splunk

Kafka Brokers -

Number kers

Averag Average Kbps traffi s Average Kbps traffic/out per sec

' 5851 msg/sec 18. 17.75%_Kb|3$ out

OfflinePartitions UnderReplicatedPartitions

For these dashboards to be available from your Apple devices, the builtin permissions share the dashboards to the
global level of the Splunk search instance(s). (See metadata/default.meta)

2.5.2 Deploy and configure Splunk Cloud Gateway

Download, install and configure the Splunk Cloud Gateway application in your environment:

Splunk Cloud Gateway

https://splunkbase.splunk.com/app/4250/

Once you configured Splunk Cloud Gateway and registered a device, you can search for the Kafka Connected Experi-
ence dashboards:
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ull 02

Search

Q, Kafka X Cancel

Kafka Brokers - Health

Kafka Topics - Health

Q

Search

Open any of the dashboards to start your amazing Splunk Connected journey!

2.5.3 Send to mobile alert action

With Splunk Mobile and Splunk Cloud Gateway, you can configure a Kafka alert to send a notification to your apple
device, and link with the dashboard of your choice:
https://docs.splunk.com/Documentation/Alerts/latest/Alerts/Send Alerts

The application provides a builtin “kafka_admin” role that we suggest you use for Kafka alerting, make sure the
users that should receive the Kafka alert notifications are members of the role.
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Edit Alert

When triggered 5

v > Sendtomobile

To

Severity

Title

Description

A Addto Triggered Alerts

Remove

Remove

kafka_admin

Critical v

Kafka Brokers alert

Splunk detected Kafka

Brokers offline or under-
replicated partitions

Visualization © None
®] Dashboard

Kafka Brokers -... =

Token Name.
optional

Result Fieldname
optiona

Action Label | Optional

Action URL | Optional

Concel m

Shall an alert trigger, a notification will be sent to the members of the kafka_admin role that have a registered device:

Kafka Brokers alert

Today

Kafka Brokers alert

Offline partitions
t 08:56 PM

2.5.4 Create custom dashboards included in the menu

Because there are limitations in Connected Experience dashboards, you might need to create your own versions if for
example you have to manage multiple environments.
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If you need to create custom versions, achieve the following:

i)

* Clone the dashboard you want to customize and make sure the id of the dashboard starts by “cloudgw__

* Any dashboard starting by “c1loudgw_" will automatically be included within the Connected Experience menu

* Modify the dashboard based on your requirements, to focus on a given environment replace any occurrence of
env=+ label=x according to the target

* Make sure to clone the existing permissions of the dashboard, or share the dashboard to all apps to allow it to be
visible from the mobile app

2.6 Kafka infrastructure OOTB alerting

The application provides out of the box alerting for all the components of the Kafka and Confluent infrastructure.

Go to app menu / Settings / Management of Kafka alerting:

E Kafka Smart Monitoring

Management of enabled components.

Management of Kafka alerting

ii ZOOKEEPER

AVERAGE LATENCY (millsecond) OUTSTANDING REQUESTS PENDING SYNCS. ZOOKEEPER LEADER

OPEN ENTITY DASHBOARD VIEW

§3 KAFKA BROKERS

O 0 53.53 msg/sec 17.29 Kbps in 17.29 Kbps out
Fp— UNDER REPLICATED PARTITONS REALTIME AVG MESSAGESIN SEC REATME AVG TRAFFCIN PE——

OPEN ENTITY DASHBOARD VIEW SHOW BROKERS OVERVIEW OPEN TOPIC DASHBOARD VIEW SHOW TOPICS OVERVIEW

§3 KAFKA CONNECT WORKERS

2.6.1 Management of Kafka alerting (user interface)

The OOTB alerting model relies on several KVstore collections being automatically populated, the user inter-
face “Management of Kafka alerting” allows you to interact easily with different aspects of the monitoring:
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Kafka Smart itoring - of alerting k

Use this interface to manage kafka Infrastructure alering for Kafka

'ALERT CONFIGURATION SUMMARY | STALE METRICS MONITORING PER COMPONENT  STALE METRICS MONITORING PER NUMBER OF NODES  KAFKA TOPICS MONITORING  KAFKA CONNECT TASKS MONITORING  KAFKA CONSUMER GROUP MONITORING.

Kafka i itoring help - Summary confi ion of alerts

Embedded alerts: click on a table

Refresh this table

tile & cron_schedule ¢ schedule_window ¢ alertsuppress fields ¢ alertsuppress.period disabled =

env, label, role "

KVstore collections and lookup definitions

The alerting framework relies on several KVstore collections and associated lookup definitions:

Purpose KVstore collection Lookup definition
Monitoring per component en- | kv_telegraf_kafka_inventory kafka_infra_inventory

tity

Monitoring per nodes number kv_kafka_infra_nodes_inventory kafka_infra_nodes_inventory
Monitoring of Kafka topics kv_telegraf_kafka_topics_monitoring kafka_topics_monitoring

Monitoring per component en- | kv_telegraf kafka_connect_tasks_monitoringafka_connect_tasks_monitoring
tity
Monitoring per Burrow con- | kv_kafka_burrow_consumers_monitoring | kafka_burrow_consumers_monitoring
sumers
Maintenance mode manage- | kv_telegraf_kafka_alerting_maintenance | kafka_alerting_maintenance
ment

Permissions and authorizations

Managing the alerting framework and its objects require KVstore collection and lookup definition write permissions.
You can rely on the builtin role kafka_admin and configure your Kafka administrators to be member of the role.
The role provides the level of permissions required to administrate the KVstore collections.

Shall an unauthorized user attempt to perform an operation, or access to an object that is no readable, the following
type of error window will be showed:
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Oops!

Sorry but it looks like an error occurred while attempting to perform the KVstore
collection update.

You might not have the permission to write to the collection, or an unexpected
failure was encountered

The server returned the following error message:

Error in "outputlookup' command: Lookup failed for collection
'kv_telegraf_kafka_alerting_maintenance' in app 'telegraf-kafka' for user 'test':
User 'test' with roles [ power, test, user } cannot write: /nobody/telegraf-
kafkalcollections/kv_telegraf_kafka_alerting_maintenance ( read : [ *], write : [
admin ]}, owner: admin, removable: no.

Maintenance mode

All alerts are by default driven by the status of the maintenance mode stored in a KVstore collection.

Shall the maintenance be enabled by an administrator, Splunk will continue to run the schedule alerts but none of them
will be able to trigger during the maintenance time window.

When the end of maintenance time window is reached, its state will be automatically disabled and alerts will be able
to trigger again.

A maintenance time window can start immediately, or be automatically automatically scheduled according to your
selection.

Enabling the maintenance mode

¢ Click on the enable maintenance mode button:

Enabling the maintenance mode X

Enable malntenance mode to avold alerts triggering during your maintenance
time window:

Maintenance modes starts on:
15/06/2019
At

now v %
Maintenance modes ends on
17/06/2019

At

07:00am

Cancel

¢ Within the modal configuration window, enter the date and hours of the end of the maintenance time window:
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Kafka Smart Monitoring
otk

Kafka Smart Monitoring - Management of embedded alerting framework

Use this interface to manage kafka Infrastructure alerting for Kafka

ENABLE

MAINTENANCE TATUS

Ends on: 17 Jun 07:00

ESTIMATED DATE FOR AUTO-DEACTIVATION OF THE MAINTENANCE MODE

Enable maintenance mode Disable maintenance mode
ALERT CONFIGURATION SUMMARY | STALE METRICS MONITORING PER COMPONENT  STALE METRICS MONITORING PER NUMBER OF NODES ~ KAFKA TOPICS MONITORING  KAFKA CONNECT TASKS MONITORING  KAFKA CONSUMER GROUP MONITORING

Kafka Infrastructure monitoring help - Summary configuration of embedded alerts

Embedded alerts: click on a table row to access object contextual actions

Refresh this table

title cron_schedule ¢ schedule_window ¢ alertsuppressfields & alert.suppress period = disabled ¢ next_scheduled_time * =
ALl Kafka components - active node numbers - stale metrics life test ®/5 % k% x @ env, label, role ah 1
Kafka monitoring - Burrow - group consumers state monitoring ®/5 % k% x @ env, label, cluster, group 4h ©  2013-06-15 23:10:00 BST (]
Kafka monitoring - Confluent kafka-rest - stale metrics life test ®/5 % k% x @ env, label, name 4h ©  2013-06-15 23:05:00 BST []
Kafka monitoring - Confluent ksql-server - stale metrics life test ®/5 % k% x @ env, label, name 4h ©  2013-06-15 23:05:00 BST (]

* When the date and hours of the maintenance time window are reached, the scheduled report “Verify Kafka
alerting maintenance status” will automatically disable the maintenance mode.

« If a start date time different than the current time is selected (default), this action will automatically schedule
the maintenance time window.

Disabling the maintenance mode

During any time of the maintenance time window, an administrator can decide to disable the maintenance mode:

Disabling the maintenance mode
Do you want to confirm disabling the maintenance mode?

Once the maintenance mode will be disabled, all activated alerts will be able to
trigger.

Scheduling a maintenance window

You can configure the maintenance mode to be automatically enabled between a specific date time that you enter in
the UL

e When the end time is reached, the maintenance mode will automatically be disable, and the alerting will return
to normal operations.
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Enabling the maintenance mode X

Enable malntenance mode to avold alerts triggering during your maintenance
time window:

Maintenance modes starts on:
17/06/2019

At
12:00am v %

Maintenance modes ends on

17/06/2019

At

07:00am

Cancel

* When a maintenance mode window has been scheduled, the UI shows a specific message with the starts / ends
on dates:

Kafka Smart Monitoring
otk

Kafka Smart Monitoring - Management of embedded alerting framework

Use this interface to manage kafka Infrastructure alerting for Kafka

Soaln Tay

Starts on: 17 Jun 00:00 / Ends on: 17 Jun 07:00

MAINTENANCE MODE HAS BEEN SCHEDULED

Enable maintenance mode Disable maintenance mode.
ALERT CONFIGURATION SUMMARY | STALE METRICS MONITORING PER COMPONENT  STALE METRICS MONITORING PER NUMBER OF NODES  KAFKA TOPICS MONITORING  KAFKA CONNECT TASKS MONITORING  KAFKA CONSUMER GROUP MONITORING

Kafka Infrastructure monitoring help - Summary configuration of embedded alerts

Embedded alerts: click on a table row to access object contextual actions

Refresh this table

title cron_schedule ¢ schedule_window ¢ alertsuppressiields + alert.suppress period = disabled ¢ next_scheduled_time + =
ALl Kafka components - active node numbers - stale metrics life test */5 % % % x @ env, label, role 4 1
Kafka monitoring - Burrow - group consumers state monitoring */5 % % % * @ env, label, cluster, group 4h ©  2019-06-15 23:10:00 BST (]
Kafka monitoring - Confluent kafka-rest - stale metrics life test 54 4k 0 en, label, name h @ 2019-06-15 23:05:00 65T @
Kafka monitoring - Confluent ksql-server - stale metrics life test */5 % % % x o env, label, name r @ 2019-06-15 23:05:00 65T @

The collection KVstore endpoint can be programmatically managed, as such it is easily possible to reproduce this
behaviour from an external system.

(https://docs.splunk.com/Documentation/Splunk/latest/ RESTREF/RES Tkvstore)

Monitoring state default definition
When new objects are automatically discovered such as Kafka components or topics, these objects are added to the
different KVstore collection with a default enabled maintenance mode.

The default maintenance mode that is applied on a per type of object basis can be customised via the associated macros
definitions:
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Purpose Macro definition

Type of component (nodes number monitoring) | zookeeper_default_monitoring_state
Zookeeper nodes zookeeper_default_monitoring_state

Kafka Brokers kafka_broker_default_monitoring_state

Kafka Topics kafka_topics_default_monitoring_state

Kafka Connect workers kafka_connect_default_monitoring_state
Kafka Connect connectors kafka_connect_tasks_default_monitoring_state
Kafka Burrow group consumers kafka_burrow_consumers_default_monitoring_state
Confluent Schema registry schema_registry_default_monitoring_state
Confluent ksql-server ksql_server_default_monitoring_state
Confluent kafka-rest kafka_rest_default_monitoring_state

LinkedIn kafka-monitor kafka_monitor_default_monitoring_state

The default macro definition does the following statement:

’eval monitoring_state="enabled"

A typical customisation can be to disable by default the monitoring state for non Production environments:

eval monitoring_state=if (match(env, " (?1i)PROD"), "enabled", "disabled")

Such that if a new object is discovered for a development environment, this will not be monitored unless a manual
update is performed via the user configuration interface.

Administrating collection entries

Each type of component can be administrated in a dedicated tab within the user management interface.

When objects have been discovered, the administrator can eventually search for an object, and click on the object
definition, which opens the modal interaction window:
Kafka infrastructure monitoring help - Stale metric monitoring per component

The KVstore collection defines the state of alerting for a given entity, though the following items:

« monitoring_state: only enabled entities will trigger when alerts conditions are met, such as a component being down or unreachable.
« grace_period: a minimal grace period in seconds that will be applied before the alert triggers. (for metrics availability test only)

Use the update collection button to immediately run the components discovery report, or use the reset button to flush and reset the state of the collection.

Update the collection now Reset the collection now

13 13 0

TOTAL COMPONENTS DISCOVERED TOTAL COMPONENTS MONITORED NOT MONITORED COMPONENTS
Search and filter
name: Environment: Label type of component: Monitoring state:

ANY v ANY v ANY v ANY v

Collection content: click on a table row to access object contextual actions
keyid + env * label & name * role ¢ monitoring_state + range * grace_period ¢ lasttime *
5ch29a1be3b965286c13b3d1 docker _env my_env http://kafka-1:8778/jolokia kafka_broker enabled ° 300 14/04/2019 12:00:00
5cb29a1be3b965286¢13b3d2 docker _env my_env http: //kafka-2:8778/jolokia kafka_broker enabled [ ] 300 14/04/2019 12:00:00
5cb29al1be3b965286¢13b3d3 docker _env my_env http: //kafka-3:8778/jolokia kafka_broker enabled Q 300 14/04/2019 12:00:00
5cb29al1be3b965286¢13b3d4 docker _env my_env http: //kafka-connect-1:8778/jolokia kafka_connect enabled Q 300 14/04/2019 12:00:00
5cb29a1be3b965286¢13b3d5 docker _env my_env http: //kafka-connect-2:8778/jolokia kafka_connect enabled Q 300 14/04/2019 12:00:00

The modal interaction window provides information about this object, and different action buttons depending on this
type of object:

2.6. Kafka infrastructure OOTB alerting 81



telegraf-kafka Documentation, Release 1

Actions for entity: http://kafka-1:8778/jolokia

Name: http:/kafka-1:8778/jolokia
Env: docker_env

Label: my_env

Keyid: 5cb29a1be3b965286¢13b3d1
Current monitoring state: enabled

Current grace period: 300 seconds

Enable/Disabling monitoring state

When an object has a disabled monitoring state, the button “enable monitoring” is automatically made available:

Actions for entity: http://kafka-1:8778/jolokia

Name: http://kafka-1:8778/jolokia
Env: docker_env

Label: my_env

Keyid: 5¢cb29a1be3b965286¢13b3d1
Current monitoring state: disabled

Current grace period: 300 seconds

When an object has an enabled monitoring state, the button “disable monitoring” is automatically made available:
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Actions for entity: http://kafka-2:8778/jolokia

Name: http://kafka-2:8778/jolokia
Env: docker_env

Label: my_env

Keyid: 5¢cb29a1be3b965286¢13b3d2
Current monitoring state: enabled

Current grace period: 300 seconds

Shall the action be requested and confirmed, the object state will be updated, and the table exposing the object defini-
tion be refreshed.

Deleting objects in the collection

An object that was discovered and added to the collection automatically can be deleted via the UI:
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Actions for entity: http://kafka-2:8778/jolokia

Name: http://kafka-2:8778/jolokia
Env: docker_env

Label: my_env

Keyid: 5¢cb29a1be3b965286¢13b3d2
Current monitoring state: enabled

Current grace period: 300 seconds

Modify Disable

Shall the action be requested and confirmed, the object state will be entirely removed from the collection, and the table
exposing the object definition be refreshed.

Important:
By default, objects are discovered every 4 hours looking at metrics available for the last 4 hours.

This means that if the object has been still generated metrics to Splunk, it will be re-created automatically by the
workflow.

To avoid having to re-delete the same object again, you should wait 4 hours minimum before purging the object that
was decommissioned.

Finally, note that if an object has not been generating metrics for a least 24 hours, its monitoring state will be disabled
a special “disabled_autoforced” value.

This state can still be manually updated via the UI, to permanently re-enable or disable the monitoring state if the
component is still an active component.

Modifying an object in the collection

Depending on the type of object, the modal interaction window can provide a modification button:
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Actions for entity: http://kafka-1:8778/jolokia

Name: http://kafka-1:8778/jolokia
Env: docker_env

Label: my_env

Keyid: 5¢cb29a1be3b965286¢13b3d1
Current monitoring state: disabled

Current grace period: 300 seconds

Do ] o

The type of modification that can be applied depends on type of component, example:

Grace period update

Select a grace period value in seconds, and press Ok to update:
grace period in seconds:

5 min (300 sec) v b4

Cancel
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Manually request a collection update job

A collection update can be requested at any time within the UI:

Kafka infrastructure monitoring help - Stale metric monitoring per component
The KVstore collection defines the state of alerting for a given entity, though the following items:

« monitoring_state: only enabled entities will trigger when alerts conditions are met, such as a component being down or unreachable.
» grace_period: a minimal grace period in seconds that will be applied before the alert triggers. (for metrics availability test only)

Use the update collection button to immediately run the components discovery report, or use the reset button to flush and reset the state of the collection.

’ Update the collection now ‘ Reset the collection now

13 12 1

TOTAL COMPONENTS DISCOVERED TOTAL COMPONENTS MONITORED NOT MONITORED COMPONENTS
Search and filter
name: Environment: Label type of component: Monitoring state:

- ANY v ANY v ANY v ANY v

Collection content: click on a table row to access object contextual actions

keyid & env label ¢  name ¢ role & monitoring_state % range & grace_period ¢ lasttime *

5cb29a1be3b965286c13b3d1 docker_env my_env http://kafka-1:8778/jolokia kafka_broker disabled . 300 14/04/2019 12:00:00
5cb29albe3b965286¢13b3d2 docker_env my_env  http://kafka-2:8778/jolokia kafka_broker enabled [ 300 14/04/2019 12:00:00
5cb29a1be3b965286c13b3d3 docker_env my_env http://kafka-3:8778/jolokia kafka_broker enabled ° 300 14/04/2019 12:00:00
5cb29a1be3b965286c13b3d4 docker_env my_env http://kafka-connect-1:8778/jolokia kafka_connect enabled ° 300 14/04/2019 12:00:00
5cb29a1be3b965286c13b3d5 docker_env my_env http://kafka-connect-2:8778/jolokia kafka_connect enabled ° 300 14/04/2019 12:00:00

Shall the action be requested and confirmed, the UI will automatically run the object discovery report, any new object
that was not yet discovered since the last run of the report, will be added to the collection and made available within
the UL

Updating the KVstore collection...

e,

n>

Once the job has run, click on the refresh button:
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KVstore collection update

The KVstore collection was updated successfully. All relevant searches were
refreshed.

It is recommended to reload the dashboard, using the button bellow.

Close & refresh

Enable/Disabling monitoring state

When an object has a disabled monitoring state, the button “enable monitoring” is automatically made available:

Actions for entity: http://kafka-1:8778/jolokia

Name: http://kafka-1:8778/jolokia
Env: docker_env

Label: my_env

Keyid: 5¢cb29a1be3b965286¢13b3d1

Current monitoring state: disabled

Current grace period: 300 seconds

When an object has an enabled monitoring state, the button “disable monitoring” is automatically made available:
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Actions for entity: http://kafka-2:8778/jolokia

Name: http://kafka-2:8778/jolokia
Env: docker_env

Label: my_env

Keyid: 5¢cb29a1be3b965286¢13b3d2
Current monitoring state: enabled

Current grace period: 300 seconds

Shall the action be requested and confirmed, the object state will be updated, and the table exposing the object defini-
tion be refreshed.

Deleting objects in the collection

An object that was discovered and added to the collection automatically can be deleted via the UI:
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Actions for entity: http://kafka-2:8778/jolokia

Name: http://kafka-2:8778/jolokia
Env: docker_env

Label: my_env

Keyid: 5¢cb29a1be3b965286¢13b3d2
Current monitoring state: enabled

Current grace period: 300 seconds

Modify Disable

Shall the action be requested and confirmed, the object state will be entirely removed from the collection, and the table
exposing the object definition be refreshed.

Important:
By default, objects are discovered every 4 hours looking at metrics available for the last 4 hours.

This means that is the object has been still generated metrics to Splunk, it will be re-created automatically by the
workflow.

To avoid having to re-delete the same object again, you should wait 4 hours minimum before purging the object that
was decommissioned.

Finally, note that if an object has not been generating metrics for a least 24 hours, its monitoring state will be disabled
a special “disabled_autoforced” value.

This state can still be manually updated via the UI, to permanently re-enable or disable the monitoring state if the
component is still an active component.

Modifying an object in the collection

Depending on the type of object, the modal interaction window can provide a modification button:
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Actions for entity: http://kafka-1:8778/jolokia

Name: http://kafka-1:8778/jolokia
Env: docker_env

Label: my_env

Keyid: 5cb29a1be3b965286c13b3d1

Current monitoring state: disabled

Current grace period: 300 seconds

Do ] o

The type of modification that can be applied depends on type of component, example:

Grace period update

Select a grace period value in seconds, and press Ok to update:
grace period in seconds:

5 min (300 sec) v b4

Cancel
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Manually request a collection update job

A collection update can be requested at any time within the UI:

Kafka infrastructure monitoring help - Stale metric monitoring per component
The KVstore collection defines the state of alerting for a given entity, though the following items:

« monitoring_state: only enabled entities will trigger when alerts conditions are met, such as a component being down or unreachable.
» grace_period: a minimal grace period in seconds that will be applied before the alert triggers. (for metrics availability test only)

Use the update collection button to immediately run the components discovery report, or use the reset button to flush and reset the state of the collection.

’ Update the collection now ‘ Reset the collection now

13 12 1

TOTAL COMPONENTS DISCOVERED TOTAL COMPONENTS MONITORED NOT MONITORED COMPONENTS
Search and filter
name: Environment: Label type of component: Monitoring state:

- ANY v ANY v ANY v ANY v

Collection content: click on a table row to access object contextual actions

keyid & env label ¢  name ¢ role & monitoring_state % range & grace_period ¢ lasttime *

5cb29a1be3b965286c13b3d1 docker_env my_env http://kafka-1:8778/jolokia kafka_broker disabled . 300 14/04/2019 12:00:00
5cb29albe3b965286¢13b3d2 docker_env my_env  http://kafka-2:8778/jolokia kafka_broker enabled [ 300 14/04/2019 12:00:00
5cb29a1be3b965286c13b3d3 docker_env my_env http://kafka-3:8778/jolokia kafka_broker enabled ° 300 14/04/2019 12:00:00
5cb29a1be3b965286c13b3d4 docker_env my_env http://kafka-connect-1:8778/jolokia kafka_connect enabled ° 300 14/04/2019 12:00:00
5cb29a1be3b965286c13b3d5 docker_env my_env http://kafka-connect-2:8778/jolokia kafka_connect enabled ° 300 14/04/2019 12:00:00

Shall the action be requested and confirmed, the UI will automatically run the object discovery report, any new object
that was not yet discovered since the last run of the report, will be added to the collection and made available within
the UL

Updating the KVstore collection...

e,

n>

Once the job has run, click on the refresh button:
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KVstore collection update

The KVstore collection was updated successfully. All relevant searches were
refreshed.

It is recommended to reload the dashboard, using the button bellow.

Close & refresh

Shall the job fail for some reasons such as a lack of permissions, an error window with the Splunk error message
would be exposed automatically.

Manually request a collection rebuild job

A collection reset can be requested at any time within the UI:

Kafka infrastructure monitoring help - Stale metric monitoring per component
The KVstore collection defines the state of alerting for a given entity, though the following items:

» monitoring_state: only enabled entities will trigger when alerts conditions are met, such as a component being down or unreachable.
= grace_period: a minimal grace period in seconds that will be applied before the alert triggers. (for metrics availability test only)

Use the update collection button to immediately run the components discovery report, or use the reset button to flush and reset the state of the collection.

Update the collection now Reset the collection now

13 12 1

TOTAL COMPONENTS DISCOVERED TOTAL COMPONENTS MONITORED NOT MONITORED COMPONENTS
Search and filter
name: Environment: Label type of component: Monitoring state:

ANY - ANY - ANY - ANY v

Collection content: click on a table row to access object contextual actions

keyid = env s label = name role ¢ monitoring_state + range + grace_period = lasttime

5cb29a1be3b965286c13b3d1 docker_env my_env http://kafka-1:8778/jolokia kafka_broker disabled [ ) 308 14/04/2019 12:00:00
5cb29a1be3b965286¢13b3d2 docker_env my_env http://kafka-2:8778/jolokia kafka_broker enabled Q 308 14/04/2019 12:00:00
5cb29a1be3b965286c13b3d3 docker_env my_env http://kafka-3:8778/jolokia kafka_broker enabled Q 308 14/04/2019 12:00:00
5cb29a1be3b965286¢13b3d4 docker_env my_env http://kafka-connect-1:8778/jolokia kafka_connect enabled Q 308 14/04/2019 12:00:00
5cb29a1be3b965286c13b3d5 docker_env my_env http://kafka-connect-2:8778/jolokia kafka_connect enabled ° 300 14/04/2019 12:00:00

Important: When requesting a reset of the collection, all changes will be irremediably lost. All matching objects will
be reset to their default discovered values.

Shall the action be requested and confirmed, the UI will automatically run the object discovery report, any new object
that was not yet discovered since the last run of the report, will be added to the collection and made available within
the UL
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Flushing and updating the KVstore collection...

g,
ne

Once the job has run, click on the refresh button:

KVstore collection update

The KVstore collection was updated successfully. All relevant searches were
refreshed.

It is recommended to reload the dashboard, using the button bellow.

Close & refresh

Shall the job fail for some reasons such as a lack of permissions, an error window with the Splunk error message
would be exposed automatically.

2.6.2 Enabling OOTB alerts

Important: By default, all alerts are disabled, you must enable the alerts within Splunk Web depending on your
needs.

You need to decide which alert must be enabled depending on your needs and environments, and achieve any additional
alert actions that would be required such as creating an incident in a ticketing system.

Splunk alerts can easily be extended by alert actions.
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Alert configuration summary user interface

The summary alert tab exposes most valuable information about the alerts, and provides a shortcut access to
the management of the alerts:

ALERT CONFIGURATION SUMMARY |  STALE METRICS MONITORING PER COMPONENT  STALE METRICS MONITORING PER NUMBER OF NODES ~ KAFKA TOPICS MONITORING  KAFKA CONNECT TASKS MONITORING  KAFKA CONSUMER GROUP MONITORING

Kafka infrastructure monitoring help - y confi ion of alerts

Embedded alerts: click on a table row to access object contextual actions.

Refresh this table

title = cron_schedule schedule_window ¢ alert.suppressfields & alert.suppress.period & disabled ¢ next_scheduled_time range +
All Kafka components - active node numbers - stale metrics life test */5 % %k ok ] env, label, role 4h ] 2019-04-14 14:15:00 UTC °
Kafka monitoring - Burrow - group consumers state monitoring /5w env, label, cluster, growp an o 2019-04-14 14:20:00 UTC o
Kafka monitoring - Confluent kafka-rest - stale metrics life test */5 % x k x e env, label, name 4h e 2019-04-14 14:20:00 UTC °
Kafka monitoring - Confluent ksql-server - stale metrics life test /5w env, Label, name an o 2019-04-14 14:20:00 UTC o
Kafka monitoring - Confluent schema-registry - stale metrics life test w5 o env, label, name m 0 2019-04-14 14:20:00 UTC °
Kafka monitoring - Kafka Brokers - Abnormal number of Active Controllers (2 minutes grace period) */5 %k ok ok env, label, kafka_broker 4h ] 2019-04-14 14:20:00 UTC ’
Kafka monitoring - Kafka Brokers - Failed producer or consumer was detected w5k o env, label, kafka_broker, metric_nane  4h 0 2019-04-14 14:20:00 UTC o
Kafka monitoring - Kafka Brokers - ISR Shrinking detection */5 % * * x env, label, kafka_broker 4h e 2019-04-14 14:20:00 UTC °
Kafka monitoring - Kafka Brokers - OFfLine or Under-replicated partitions w5k o env, label, kafka_broker, metric_nane  4h 0 2019-04-14 14:20:00 UTC o
Kafka monitoring - Kafka Brokers - stale metrics life test /5w env, Label, name n o 2019-04-14 14:20:00 UTC °
Kafka monitoring - Kafka Connect - connector or task startup failure detected */5 % %k ok ] env, label, connector 4h ] 2019-04-14 14:20:00 UTC °
Kafka monitoring - Kafka Connect - stale metrics life test /5w env, Label, name an o 2019-04-14 14:20:00 UTC o
Kafka monitoring - Kafka Connect - tasks status monitoring */5 % x k x e env, label, connector 4h e 2019-04-14 14:20:00 UTC °
Kafka monitoring - Kafka Topics - Under-replicated partitions detected on topic /5w env, label, topic an o 2019-04-14 14:20:00 UTC o
Kafka monitoring - Kafka Topics - errors detected on a topic w5 o env, label, topic m 0 2019-04-14 14:20:00 UTC °
Kafka monitoring - Linkedin Kafka Monmitor - stale metrics life test */5 %k ok ok env, label, name 4h ] 2019-04-14 14:20:00 UTC ’
Kafka monitoring - Zookeeper - stale metrics life test w5k o env, label, name n 0 2019-04-14 14:20:00 UTC o

Click on any alert to open the modal interaction window:

Actions for alert:

All Kafka components - active node numbers - stale metrics life test
Cron Schedule: */5 = * =~

Schedule window: O

Suppress fields: env, label, role

Suppress period: 4h

Disabled: O

MNext scheduled time: 2019-04-14 14:15:00 UTC

Review and edit alert Search alert history

Click on the “Review and edit alert” button to open the Splunk alert configuration UI for this alert:
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Kafka Smart Monitoring
ita

All Kafka components - active node numbers - stale metrics life test Edit~

This alert will trigger if the number of active nodes generating metrics is lower than the defined minimal number of nodes, or null. (components are down) The minimal number of nodes and monitoring state can be configured within the kv_kafka_infra_nodes_inventory kvstore collection.

Enabled Yes. Disable Trigger Condition: .. Number of Results is > 0. Edit
App: telegraf-kafka Actions: “1Action Edit
Permissions: ......... Shared in App. Owned by admin. Edit & Add to Triggered Alerts
Modified: 2 Apr 2019 21:34:16

Alert Type: Scheduled. Cron Schedule. Edit

@ There are nofired events forths alert

Click on the ‘““Search alert history” button to automatically open a search against the triggering history for this
alert

splunk App: Kafka Smart Monitoring ~ Administator v Messages = Settngs~  Actviy v Help~ | Fing

Overview  Brokers  Topics Metrics  Searchw  Kafka m: 9 9 Kafkaalering ~ Settings>  Runa search Bl Kafka Smart Monitoring

New Search SaveAsv  Close

index=_audit action="alert fired" ss_app="telegraf-kafka" s: "ALL Kafka components - active node numbers - stale metrics life test" Last 24 hours ¥ n

1 event (13/04/2019 17:00:00.000 to 14/04/2019 17:04:36.000)  No Event Sampling v Job v s & L * Smart Mode v
Events()  Patterns  Statisics  Visualization
Format Timeline —Zoom Out 1hour per column

Listv  #Format 20 PerPage~

<Hide Fields = Al Fields | Event

> 14/04/2013  Audit:([timestamp=04-14-2019 14:46:38.119, user=adnin, action=alert_fired, ss_user="nobody", ss_app="telegra
14:46:38110  er__admin_dGVSZWdyYWYta2Fna2t__RMDS9945d9357. at_1555253100_95189", alert_actions="", severity=4, tri,

1 Kafka components - active node numbers - stale metrics life test, sid="schedul

SELECTED FIELDS

expiration=1555339598, digest_mode=0, triggered_alerts=1](n/a]
ahost 1

host= ip-10-0-0-173 | source = audittrail | sourc audittrail

a source 1
a sourcetype 1

INTERESTING FIELDS

adest 1

# digest_mode 1
# expiration 1
aindex 1

# linecount 1

Stale metrics life test by component
Life test monitoring alerts perform a verification of the metric availability to alert on a potential downtime or
issue with a component.

» Kafka monitoring - [ component ] - stale metrics life test

Once activated, stale metrics alert verify the grace period to be applied, and the monitoring state of the compo-
nent from the KVstore collection.

Alerts can be controlled by changing values of the fields:

 grace_period: The grace value in seconds before assuming a severe status (difference in seconds between the
last communication and time of the check)

e monitoring_state: A value of “enabled” activates verification, any other value disables it
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Stale metrics life test by humber of nodes per type of component
If you are running the Kafka components in a container based architecture, you can monitor your infrastruc-
ture availability by monitoring the number of active nodes per type of component.

As such, you will be monitoring how many nodes are active at a time, rather than specific nodes identities which will
change with the life cycle of the containers.

» All Kafka components - active node numbers - stale metrics life test

Shall an upgrade of a statefullSet or deployment in Kubernetes fail and new containers fail to start, the OOTB alerting
will report this bad condition on per type of component basis.

Kafka brokers monitoring

The following alerts are available to monitor the main and most important aspects of Kafka Broker clusters:
¢ Abnormal number of Active Controllers
» Offline or Under-replicated partitions
* Failed producer or consumer was detected

* ISR Shrinking detection

Kafka topics monitoring

The following alerts are available to monitor Kafka topics:
* Under-replicated partitions detected on topics

* Errors reported on topics (bytes rejected, failed fetch requests, failed produce requests)

Kafka Connect task monitoring

Alerts are available to monitor the state of connectors and tasks for Kafka Connect:
» Kafka monitoring - Kafka Connect - tasks status monitoring
Alerts can be controlled by changing values of the fields:

» grace_period: The grace value in seconds before assuming a severe status (difference in seconds between the
last communication and time of the check)

* monitoring_state: A value of “enabled” activates verification, any other value disables it

Kafka Consumers monitoring with Burrow

Alerts are available to monitor and report the state of Kafka Consumers via Burrow:
» Kafka monitoring - Burrow - group consumers state monitoring
Alerts can be controlled by changing values of the fields:
* monitoring_state: A value of “enabled” activates verification, any other value disables it

Notes: Kafka Connect source and sink connectors depending on their type are as well consumers, Burrow will monitor
the way the connectors behave by analysing their lagging metrics and type of activity, this is a different, complimentary
and advanced type of monitoring than analysing the state of the tasks.
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2.6.3 Programmatic access and interactions with external systems

Requirements and recommendations

¢ Create a Splunk service account user that is member of the builtin kafka_admin role
* The builtin kafka_admin role provides read and write permission to the different KVstore collections

* Make sure splunkd REST API is reachable from your external tool

References

http://dev.splunk.com/view/webframework-developapps/SP-CAAAEZG

https://docs.splunk.com/Documentation/Splunk/latest/RESTREF/RESTprolog

https://docs.splunk.com/Documentation/Splunk/latest/RESTTUT/RES TandCloud

* https://www.urlencoder.org/ (example online tool to URIencode / decode)

For convenience of the documentation bellow

export splunk_url="localhost:8089"

Authentication
For Splunk prior to 7.3.x
The recommended approach is authentication to Splunk API via a token, see:

Official documentation: Splunk docs API token.

Example authenticating with a user called svc_kafka that is member of the kafka_admin role:

curl -k https://$splunk_url/services/auth/login --data-urlencode username=svc_kafka —-—
—data-urlencode password=pass

<response>
<sessionKey>DWGNbGpJgSj30w0GxTAxM]j8t0dZKjvixLYaP"yphdluFN_FGz4gz"
—NhcgPCLDk JWH3BUQalVewt 8FTF8KXyyfI09HgjO1icIthMuBIB70dVJA8Jg</sessionKey>
<messages>
<msg code=""></msg>
</messages>
</response>

export token="DWGNbGpJgSj30w0GxTAxMj8t0dZKjvijxLYaP"yphdluFN_FGz4gz"
—NhcgPCLDk JWH3BUQalVewt SFTF8KXyyfI09HgjOicIthMuBIB70dVJA8Jg"

A token remains valid for the time of a session, which is by default valid for 1 hour.

For Splunk 7.3.0 and later

Splunk 7.3.0 introduced the usage of proper authentication tokens, which is the recommended way to authenticate
against splunkd API:
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Official documentation: Splunk docs JSON authentication token.

Once you have created an authentication token for the user to be used as the service account, using curl specify the
bearer token:

curl -k -H "Authorization: Bearer <token>"

Maintenance mode management

Get the current maintenance mode status

For Splunk 7.3.0 and later, replace with —H “Authorization: Bearer <token>"

curl -k -H "Authorization: Splunk S$token" \
https://$splunk_url/servicesNS/nobody/telegraf-kafka/storage/collections/data/kv_
—telegraf_kafka_alerting_maintenance

Enabling the maintenance mode

Enabling the maintenance mode requires:
* a first operation that flushed any record of the KVstore collection
* avalue for the end of the maintenance period in epochtime (field maintenance_mode_end)
* the current time in epochtime (field time_updated)

Example: Enable the maintenance mode till the 11 of May 2019 at 9.pm

For Splunk 7.3.0 and later, replace with —H “Authorization: Bearer <token>"

curl -k —-H "Authorization: Splunk S$token" -X DELETE \
https://$splunk_url/servicesNS/nobody/telegraf-kafka/storage/collections/data/kv_
—telegraf_kafka_alerting_maintenance

curl -k -H "Authorization: Splunk S$token" \

https://$splunk_url/servicesNS/nobody/telegraf-kafka/storage/collections/data/kv_
—telegraf_kafka_alerting_maintenance \

—-H 'Content-Type: application/json' \

—-d '{"maintenance_mode": "enabled", "maintenance_mode_end": "1557565200", "time_
—updated”: "1557509578"}"

Disabling the maintenance mode

Disabling the maintenance mode requires:
* a first operation that flushed any record of the KVstore collection
* the current time in epochtime (field time_updated)

For Splunk 7.3.0 and later, replace with —H “Authorization: Bearer <token>"

curl -k -H "Authorization: Splunk $token" -X DELETE \
https://$splunk_url/servicesNS/nobody/telegraf-kafka/storage/collections/data/kv_
—telegraf_kafka_alerting_maintenance

(continues on next page)
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(continued from previous page)

curl -k -H "Authorization: Splunk S$token" \

https://$splunk_url/servicesNS/nobody/telegraf-kafka/storage/collections/data/kv_
—telegraf_kafka_alerting_maintenance \

—-H 'Content-Type: application/json' \

-d '{"maintenance_mode": "disabled", "maintenance_mode_end": "", "time_updated":
—"1557509578"}"

Kafka Connect task monitoring management

Retrieve all the records from the KVstore

For Splunk 7.3.0 and later, replace with —H “Authorization: Bearer <token>"

curl -k -H "Authorization: Splunk S$token" \
https://S$Ssplunk_url/servicesNS/nobody/telegraf-kafka/storage/collections/data/kv_
—telegraf_kafka_connect_tasks_monitoring

Request tasks inventory update: automatically Add any new task to the collection

For Splunk 7.3.0 and later, replace with —H “Authorization: Bearer <token>"

curl -k —-H "Authorization: Splunk $token" https://$splunk_url/servicesNS/nobody/
—telegraf-kafka/search/jobs —-d search="| savedsearch \"Update Kafka Connect tasks,
—inventory\""

Create a new connector to be monitored

Create a new connector entry which enables monitoring for the connector, with recommended fields (env, label,
connector, role):

Example:
{"env": "docker_env", "label": "testing", "connector": "kafka-connect-my-connector",
—"role": "kafka_sink_task", "monitoring_state": "enabled", "grace_period": "300"}

For Splunk 7.3.0 and later, replace with —H “Authorization: Bearer <token>"

curl -k -H "Authorization: Splunk S$token" \
https://$splunk_url/servicesNS/nobody/telegraf-kafka/storage/collections/data/kv_
—telegraf_kafka_connect_tasks_monitoring \
—-H 'Content-Type: application/json' \

-d '"{"env": "docker_env", "label": "testing", "connector": "kafka-connect-my-
—connector", "role": "kafka_sink_task", "monitoring_state": "enabled", "grace_period
(_)": "300"}‘

Get the entries for a specific connector

example:
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query={"env": "docker_env", "label": "testing", "connector": "kafka-connect-my-
—connector"}

Encode the URL and use a query:
Notes: URI encode everything after the “query="

For Splunk 7.3.0 and later, replace with —H “Authorization: Bearer <token>"

curl -k -H "Authorization: Splunk S$token" \

https://$splunk_url/servicesNS/nobody/telegraf-kafka/storage/collections/data/kv_
—telegraf_kafka_connect_tasks_monitoring?query=%7B%$22connector%$22%3A%20%22kafka—
—connect-my—-connector%22%7D

Delete a Kafka connector

Delete the record with the key ID ”” 5410be5441ba15298e4624d1”:

For Splunk 7.3.0 and later, replace with —H “Authorization: Bearer <token>"

curl -k -H "Authorization: Splunk $token" -X DELETE \
https://$splunk_url/servicesNS/nobody/telegraf-kafka/storage/collections/data/kv_
—telegraf_kafka_connect_tasks_monitoring/5410be5441bal5298e4624d1

Deactivating the monitoring state of a connector

Using a search triggered via rest call: (a different method is possible by altering the record, see after)

For Splunk 7.3.0 and later, replace with —H “Authorization: Bearer <token>"

curl -k —-H "Authorization: Splunk S$token" https://$splunk_url/servicesNS/nobody/

—telegraf-kafka/search/jobs —-d search="| inputlookup kafka_connect_tasks_monitoring,,
| search env=\"docker_env\" label=\"testing\" connector=\"kafka-connect-syslog\" |,
—eval monitoring_state=\"disabled\" | outputlookup kafka_connect_tasks_monitoring

—append=t key_field=_key"

Or using a rest call (all wanted fields have to be mentioned):
 get the key ID, and if required get the current value of every field to be preserved

For Splunk 7.3.0 and later, replace with —H “Authorization: Bearer <token>"

curl -k -H "Authorization: Splunk S$token" \
https://$splunk_url/servicesNS/nobody/telegraf-kafka/storage/collections/data/kv_
—telegraf_kafka_connect_tasks_monitoring/5cd5a890e3b965791163eb71 \
-H 'Content-Type: application/json' \

-d '{"env": "docker_env", "label": "testing", "connector": "kafka-connect-my-
—connector", "role": "kafka_sink_task", "monitoring_state": "disabled", "grace_period
‘*)": ll300ll}l

Activating the monitoring state of a connector

Using a search triggered via rest call: (a different method is possible by altering the record, see after)

For Splunk 7.3.0 and later, replace with —H “Authorization: Bearer <token>"
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curl -k -H "Authorization: Splunk $token" https://$splunk_url/servicesNS/nobody/

—~telegraf-kafka/search/jobs —-d search="| inputlookup kafka_connect_tasks_monitoring,
< | search env=\"docker_env\" label=\"testing\" connector=\"kafka-connect-syslog\" |
—eval monitoring_state=\"enabled\" | outputlookup kafka_connect_tasks_monitoring,,

—append=t key_field=_key"

Or using a rest call (all wanted fields have to be mentioned):
* get the key ID, and if required get the current value of every field to be preserved

For Splunk 7.3.0 and later, replace with —H “Authorization: Bearer <token>"

curl -k -H "Authorization: Splunk $token" \
https://$splunk_url/servicesNS/nobody/telegraf-kafka/storage/collections/data/kv_
—telegraf_kafka_connect_tasks_monitoring/5cd5a890e3b965791163eb71 \
-H 'Content-Type: application/json' \

-d '{"env": "docker_env", "label": "testing", "connector": "kafka-connect-my-
—connector", "role": "kafka_sink_task", "monitoring_state": "enabled", "grace_period
;}": "300"}‘

Delete a connector

example:

query={"env": "docker_env", "label": "testing", "connector": "kafka-connect-my-—

—connector"}

Encode the URL and use a query:
Notes: URI encode everything after the “query="

For Splunk 7.3.0 and later, replace with —H “Authorization: Bearer <token>"

curl -k —-H "Authorization: Splunk S$token" \

https://$splunk_url/servicesNS/nobody/telegraf-kafka/storage/collections/data/kv_
—telegraf_kafka_connect_tasks_monitoring?query=%7B%$22connector%$22%3A%20%22kafka—
—connect-my-connector%$22%7D

Delete the record using the key ID:

For Splunk 7.3.0 and later, replace with —H “Authorization: Bearer <token>"

curl -k -H "Authorization: Splunk $token" -X DELETE \
https://$splunk_url/servicesNS/nobody/telegraf-kafka/storage/collections/data/kv_
—telegraf_kafka_connect_tasks_monitoring/5410be5441bal5298e4624d1
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CHAPTER 3

Troubleshoot:

3.1 Troubleshoot & FAQ

3.1.1 No metrics data could be found

Shall the application not be able to find any Katka metrics in Splunk in respect with your configuration, the Overview
landing page will show the following modal message:

Oops! Metrics, do you have metrics? X

Sorry but that place is pretty much empty so far, a happy Splunk is a Splunk you
feed!

e this
message, we couldn't find data we
expected:

« Verify and update the macro

Visit telegraf-kafka.readthedocs.io

Root causes can be:
* No metrics could be collected by Telegraf
* Telegraf cannot send the metrics to your Splunk HEC endpoint

* The index name differs from the default “telegraf_kafka” index and the macro “telegraf_kafka_index” was not
customised
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* Telegraf configuration does not provide a value for env and label tags

3.1.2 Unsupported configuration detected in tags

The value for env and label tags must not contain any white spaces or tabs to avoid token exchange issues in the
dashboard navigation.

Shall this be the case, a modal error window will open automatically when opening the Overview page:

Oops! L pported cor

sorry but we detected an unsupported configuration in your installation,

The Telegraf tags for env and/or label contaln unsupported characters.
Recommended characters are:

 AtoZ,in lower or upper case
.09
* Underscores, dots and hyphens

White spaces or tabs are not supported, and will produce unexpected errors
during token exchanges.

Review your telegraficonf configuration fle:

Visit telegrat-kafka readthedocs.o

If this happens, then your Telegraf tags are incorrect, fix your telegraf.conf configuration files, example:

[global_tags]

# the env tag is used by the application for multi-environments management

env = "docker_env"

# the label tag is an optional tag used by the application that you can use as_
—additional label for the services or infrastructure

label = "testing_env"

Once the fix has been applied properly, the error message will disappear.
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CHAPTER 4

Versioniong and build history:

4.1 Release notes

4.1.1 Version 1.1.41

* Change: JQuery simple XML dashboard update

4.1.2 Version 1.1.40

* Fix: OS MAIN KPIs file-system usage bar style missing in some builtin views

Version 1.1.39

* Feature: Improvements on Confluent Interceptor UI and related Overview page subcomponents
e Feature: OS Main KPIs views in each component dashboard

* Change: navigation bar review

Version 1.1.38
* Feature: Integration with Confluent Interceptor Monitoring for producers and consumers advanced lag monitor-
ing with Confluent
¢ Change: Kafka Smart Monitoring goes Dark theme!

* Change: When no Kafka Connect source or sink connector have been detected, show the aggregated single form
in black rather than yellow

* Fix: Issue #64 - mMissing double quotes in the flush interval telegraf config UI generator #64
* Fix: Issue #66 - Missing dot in telegraf config for Kafka Connect #66
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* Fix: Issue #67 - Bad image file path in broker view #67

Version 1.1.37

CAUTION: Zookeeper metric collection switches from Telegraf plugin to JMX for easier and more consistent metric
collection across all the components. If you were using the application prior to this version, please update your
configuration to collect metrics via JMX.

See: https://telegraf-kafka.readthedocs.io/en/latest/implementation.html
* Fix: Show Kafka Connect tasks return empty results in home page

* Fix: The usage of unit makes single form content way too small in different views

Version 1.1.36

CAUTION: Zookeeper metric collection switches from Telegraf plugin to JMX for easier and more consistent metric
collection across all the components. If you were using the application prior to this version, please update your
configuration to collect metrics via JMX.

See: https://telegraf-kafka.readthedocs.io/en/latest/implementation.html

* Fix: Avoid mcatalog calls with metric_name as metric_name, some versions of Splunk will incorrectly complain
about this, and this causes appinpsect failures in Splunk Base

Version 1.1.35

CAUTION: Zookeeper metric collection switches from Telegraf plugin to JMX for easier and more consistent metric
collection across all the components. If you were using the application prior to this version, please update your
configuration to collect metrics via IMX.

See: https://telegraf-kafka.readthedocs.io/en/latest/implementation.html
* change: Zookeeper metric collection switches from Telegraf plugin to JMX collection via Jolokia Telegraf input
* fix: Topic entity dashboard should break by topic rather than per broker, fix aggregation when any selected
* fix: Burrow does not show up in Overview page
* fix: Telegraf configuration helper Ul is broken, and update for Zookeeper collection
* fix: appinspect warnings
* fix: Increase time range of searches in Overview page to better cover longer time between measures

« fix: Kafka Connect connectors discovery does not preserve a non default monitoring_state

Version 1.1.34

* unpublished

Version 1.1.33

CAUTION: Zookeeper metric collection switches from Telegraf plugin to JMX for easier and more consistent metric
collection across all the components. If you were using the application prior to this version, please update your
configuration to collect metrics via IMX.

See: https://telegraf-kafka.readthedocs.io/en/latest/implementation.html
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* change: Zookeeper metric collection switches from Telegraf plugin to JMX collection via Jolokia Telegraf input
* fix: Topic entity dashboard should break by topic rather than per broker, fix aggregation when any selected

* fix: Burrow does not show up in Overview page

* fix: Telegraf configuration helper Ul is broken, and update for Zookeeper collection

* fix: appinspect warnings

* fix: Increase time range of searches in Overview page to better cover longer time between measures

Version 1.1.32

CAUTION: Zookeeper metric collection switches from Telegraf plugin to JMX for easier and more consistent metric
collection across all the components. If you were using the application prior to this version, please update your
configuration to collect metrics via IMX.

See: https://telegraf-kafka.readthedocs.io/en/latest/implementation.html
* change: Zookeeper metric collection switches from Telegraf plugin to JMX collection via Jolokia Telegraf input
* fix: Topic entity dashboard should break by topic rather than per broker, fix aggregation when any selected
* fix: Burrow does not show up in Overview page
* fix: Telegraf configuration helper Ul is broken, and update for Zookeeper collection

* fix: appinspect warnings
Version 1.1.31
CAUTION: Zookeeper metric collection switches from Telegraf plugin to JMX for easier and more consistent metric

collection across all the components. If you were using the application prior to this version, please update your
configuration to collect metrics via IMX.

See: https://telegraf-kafka.readthedocs.io/en/latest/implementation.html
* change: Zookeeper metric collection switches from Telegraf plugin to JMX collection via Jolokia Telegraf input
* fix: Topic entity dashboard should break by topic rather than per broker, fix aggregation when any selected
* fix: Burrow does not show up in Overview page
« fix: Telegraf configuration helper Ul is broken, and update for Zookeeper collection

Version 1.1.30

¢ fix: Realtime traffic In and Out refer to the same field in Overview for Kafka Brokers

Version 1.1.29

* fix: Realtime traffic In and Out refer to the same field in Kafka broker entity view

Version 1.1.28

* feature: Improvement of the maintenance mode with start date time selection capability and automatic schedul-
ing
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Version 1.1.27

e fix: Drilldown link broken for Kafka Broker view from dynamic Brokers overview in main Overview dash-
boards, or Kafka Brokers dashboard (change introduced in 1.1.26)

Version 1.1.26

* fix: The total number of Kafka Connect connectors reported in Alerting management Ul is incorrect if connec-
tors have the same ID across multiple tenants
¢ fix: Cleaning / deletion of unused css and js objects

* feature: Improved table icons rendering with courtesy of Chrys Younger

» feature: Improved Broker overview panels in Overview and Brokers views

Version 1.1.25

* fix: Regression introduced in version 1.1.21 impacts the Kafka Connect tasks inventory if a task is inactive or
removed for a long period

* fix: Incorrect number of connectors reported in Alerting managing interface if connectors have the same names
across environments

Version 1.1.24

* feature: Introducing logs mapping macros used in entity views to provide customization capabilities for logs
integration

Version 1.1.23

* fix: Missing env/label filters in entity views impact results if multiple env/label and ANY selected

Version 1.1.22

* fix: Improves searches for Connected experience dashboard for Kafka Connect (listing connectors in alert)
* fix: Improves Telegraf configuration generator modal window rendering and adds link button to documentation

* fix: Missing env / label filtering in show tasks in alert button from Overview

feature: Add dynamic view inclusion in menu for Connected Experience custom dashboards

Version 1.1.21
* feature: Introduction of the Telegraf configuration generator, a guided user interface that generates the tele-
graf.conf configuration files depending on your requirements

e feature: Adding new Audit menu with builtin Audit dashboard for scheduled performance and daily volume
indexing analysis

» feature: Use bootstrap buttons in Overview rather than custom buttons design

* feature: Adding active button in Overview to show Kafka Connect tasks in alert (tasks not reporting)
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e feature: Adding drilldown from single in Overview / Kafka Connect health views for failed connectors / failed
tasks

» feature: Store the last operational time of Kafka Connect connectors in the KVstore, update at inventory / alert
run time, return when an alert triggers

* fix: Lag field missing in table from Splunk Connected experience Burrow dashboard due to typo

Version 1.1.20

* fix: Remove any console.log (even while these are commented) in javascript to avoid manual check from appin-
spect

Version 1.1.19

» fix: Static index reference in new Splunk Connected experience Kafka Connect dashboard

fix: lag field name type in new Splunk Connected experience Burrow dashboard
* fix: Remove restart required after installation to allow installation in Splunk Cloud via Self-services (SSAI)

» feature: Adding Splunk Connected experience mobile dashboard for Zookeeper health

Version 1.1.18

e feature: Introduction of the builtin kafka_admin role

« feature: Provides default kafka_admin role member write access to the application name space and the KVstore
based lookup collections

* feature: Introduction of the Connected Experience dashboards, Health overview dashboards designed to be used
with Splunk Connected Experience and Splunk Cloud Gateway (Splunk Mobile, Splunk TV)

e fix: Static indexes references in Kafka Connect and Kafka Burrow dashboards

Version 1.1.17

* fix: Expose units for Zookeeper latency metrics in Overview and entity view

« feature: Introducing the smart component enablement, which allows enabling / disabling a Kafka component to
be visible from the Overview, to be managed via the configuration user interface

* feature: Expose Zookeeper leader and Broker active controller in Overview dashboard when mono tenancy
(environment) detected or selected

* feature: Configuration checker, detect incomplete installation (Kafka inventory not updated) when loading
Overview, and provide modal update user interaction

« fix: Prevents multiple endpoint calls in Alerting User Interface management in Ajax

Version 1.1.16

* feature: Spinner during update / rebuild of K'Vstore collections within the management of embedded alerting Ul

« feature: Manage unprivileged user access to the UI, and proper error handling due to lack of permission against
the KVstore collections
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* fix: Improved handling of topics / connectors / consumers discovery reports

» feature: Kafka Brokers OOTB alerts and Kafka Connect connector or task startup failure detected are not linked

to a monitoring_state that can be deactivated via the KVstore collections

* feature: Configuration error checker which verifies at overview loading page for unsupported tags in env/label

such as white spaces.

Version 1.1.15

feature: Major improvements of the user experience with the management of embedded alerting via modal
contextual user interactions

feature: Maintenance mode is now time conditioned with an end of maintenance period requested via Ul calen-
dar during activation

feature: Migration to native modal windows for user interactions in the alerting management user interface
(removal of bootbox js plugin)

feature: Default schedule change of the maintenance mode status verification report
feature: Request Splunk restart by default in app.conf
fix: Kafka Connect tasks that are paused do not properly affect the aggregated state single form in Overview

fix: Burrow task single form in Overview page results in appendcols related error in Overview page within
Splunk 7.0.x

fix: Regression in Kafka Connect task listing for Splunk 7.0.x in PostProcess search due to append (introduced
by Alerting Management UTI)

fix: Regression in dynamic table overview for Kafka Connect status per task in Overview (introduced by 1.1.14)

Version 1.1.14

feature: Major improvements of the user experience with the management of embedded alerting via modal
contextual user interactions

feature: Maintenance mode is now time conditioned with an end of maintenance period requested via Ul calen-
dar during activation

feature: Migration to native modal windows for user interactions in the alerting management user interface
(removal of bootbox js plugin)

feature: Default schedule change of the maintenance mode status verification report
feature: Request Splunk restart by default in app.conf
fix: Kafka Connect tasks that are paused do not properly affect the aggregated state single form in Overview

fix: Add Kafka Connect tasks in the dynamic table tasks overview if the tasks are listed as monitored in the
collection, and the tasks do not report metrics currently (collection stopped, tasks were removed but not from
collection)

fix: Burrow task single form in Overview page results in appendcols related error in Overview page within
Splunk 7.0.x
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Version 1.1.13

* fix: Static span is defined in Burrow detailed view charts

* fix: Prevents removed Burrow consumers to appear as low range when latest metrics available are part of the
selected time range

* fix: Missing group by statement for Burrow consumers monitoring in OOTB alert, generates unexpected output
containing OK consumers, while alerts are correctly justified for ERR consumers

4.1.3 Version 1.1.12

e feature: Adding drilldown to single forms for Offline and Under-replicated partitions in Overview and Kafka
Brokers entities views

* fix: ISR Shrinking missing env/label/broker filters in Kafka broker entity view

« feature: Better table rendering in Kafka broker entity view for Under-replicated partitions

4.1.4 Version 1.1.11

* feature: Improvement of the Alerting framework management interface with tabs categorization, capability to
update and reset collections on demand, alert activation summary, Ul experience greatly improved

* fix: Prevent low range state for Kafka Connect tasks that were recently deleted in tasks overview
« fix: Improve Kafka Connect tasks table in Kafka Connect entity view

* fix: Pastel red color for under-replicated partitions in topics views

* fix: Properly order per topic/partitions in broker entity table view

 fix: Prevents a failing component that was unreachable for a long period to be entirely removed from the
infrastructure collection, replaced by a disabled_autoforced monitoring_state value if downtime>24 hours

e fix: Preserve _key_id of KVstore collections during updates for kafka_infra_inventory /
kafka_infra_nodes_inventory lookups

4.1.5 Version 1.1.10

« fix: Static index references instead of macro usage in Kafka Connect entity view, Kafka Connect status report
and drilldown links

* fix: Switch to dopdown selector for env/label in Overview to avoid multiselect issues with forwarding tokens to
dashboards

4.1.6 Version 1.1.9

* fix: Static index reference instead of macro usage in Kafka Connect report

4.1.7 Version 1.1.8

* feature: Improvements of the Kafka Connect task status overview report

« feature: Add icon ranges and filters for Kafka Connect task status overview from Overview main dashboard,
configure drilldown from table to entity views
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4.1.8 Version 1.1.7

* feature: Add input text filter for Consumers in UI Monitoring management
* fix: Non working filters for Consumers / partitions in UI Burrow

* feature: Map monitoring_state in Consumers status preview in Overview

4.1.9 Version 1.1.6

* fix: incompatibility for ksql-server with latest Confluent release (5.1.x) due to metric name changes in JIMX
model

* feature: avoid no results returned by single in Overview page for Burrow when no consumers are yet added to
the monitored collection

4.1.10 Version 1.1.5

Burrow integration: Kafka Consumer Lag monitoring
* feature: Integration of Burrow, new Burrow consumer lag monitoring Uls
* feature: Management of Kafka consumers state within the alerting framework
« feature: Integration of Burrow consumers state within the Overview Ul
« feature: Schedule Kvstore collection update reports (infra, topics, tasks, consumers) on a per 4 hours basis
* fix: Prevents user from attempting to disable maintenance mode when already disabled, and vice-versa

* fix: Properly sort Connect tasks statuses on Overview page to show Unknown status when tasks are missing but
monitored

The Burrow integration provides advanced threshold less lag monitoring for Kafka Consumers, such as Kafka Connect
connectors and Kafka Streams.

4.1.11 Version 1.1.4

Burrow integration: Kafka Consumer Lag monitoring
* feature: Integration of Burrow, new Burrow consumer lag monitoring Uls
* feature: Management of Kafka consumers state within the alerting framework
* feature: Integration of Burrow consumers state within the Overview Ul
« feature: Schedule Kvstore collection update reports (infra, topics, tasks, consumers) on a per 4 hours basis
* fix: Prevents user from attempting to disable maintenance mode when already disabled, and vice-versa

The Burrow integration provides advanced threshold less lag monitoring for Kafka Consumers, such as Kafka Connect
connectors and Kafka Streams.

4.1.12 Version 1.1.3

* fix: Properly order partitions in new Brokers detailed Ul

* fix: Allows selection of special topics in entity topic view
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4.1.13 Version 1.1.2

» feature: New Brokers/Brokers details, Topics/Topics details Uls inspired from Yahoo kafka-manager
* feature: Allows environment and label selection from Overview, propagates tokens across all Uls

* fix: Incorrect number of partitions reported within Brokers entity view when multiple Brokers are selected

4.1.14 Version 1.1.1

* fix: Static index called in report Kafka monitoring - tasks status report

4.1.15 Version 1.1.0

CAUTION: Breaking changes, telegraf modification is required to provide global tags for env and label dimen-
sions!

https://da-itsi-telegraf-kafka.readthedocs.io/en/latest/kafka_monitoring. html#telegraf-output-configuration
Upgrade path:

» Upgrade telegraf configuration to provide the env and label tags

» Upgrade the application
Features/fixes:

¢ feature: Multi-environment / Multi-dc support via env and label tagging at Telegraf metric level, allows embed-
ded management of any number of environment and/or additional sub-dividing notion (multi-env, multi-dc. ..)

* feature: New kvstore collection to allow monitoring of services in a container environment philosophy based on
the number of active nodes per role rather than their identity

« feature: Update of the Alerting Management User Interface

* feature: New OOTB Alerting based on active nodes numbers per role

« feature: Refreshed Overview page with layers icons, additional overview in page views
« feature: New applications icons

e fix: Various fixes and improvements

4.1.16 Version 1.0.12

* fix: Improve detection of Kafka Connect tasks not successfully running on the Overview page

* fix: Drilldown on single forms for Kafka Connect tasks

4.1.17 Version 1.0.11

* fix: Management interface toggle panels not working (bad reference in js)
* fix: Management interface disable maintenance button not showing up properly in Splunk 7.0.x
* fix: Preset a default value for maintenance mode status

* fix: share lookups, transforms and macros at system level by default
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4.1.18 Version 1.0.10

* Unpublished

4.1.19 Version 1.0.9

* feature: Added OOTB Alert for under-replicated partitions per topics
* feature: Management interface for embedded Kafka alerting

» feature: Enabling / Deactivating maintenance mode through UI for alerting management

4.1.20 Version 1.0.8

* feature: Out of the box alerting templates for Kafka infrastructure

« fix: Kafka Connect aggregated states issues in Overview page

4.1.21 Version 1.0.7

« feature: Out of the box alerts for Kafka Infrastructure

* feature: Support for Confluent ksql-server

* feature: Support for Confluent kafka-rest

* feature: Overview home page improvements

« feature: event logging integration with the TA-kafka-streaming-platform

* fix: minor fixes and improvements in views

4.1.22 Version 1.0.6

* fix: Typo in Overview

4.1.23 Version 1.0.5

* feature: Confluent schema-registry support

4.1.24 Version 1.0.4

« fix: inverted filters for source/task in Overview

* fix: dropdown replaced by multiselect and key per connector/task in source/sink views

4.1.25 Version 1.0.3

* fix: Overview page, link for topic management should be under brokers category
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4.1.26 Version 1.0.2

* various: logo update

4.1.27 Version 1.0.1

* fix: missing link for Kafka topics reporting

4.1.28 Version 1.0.0

* initial and first public release
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